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Abstract

The Bank of English is an international English lan-
guage project sponsored by Iarper-Collins Publish-
ers, Glasgow, and conducted by the COBUILD team
at the University of Birmingham, UK, The text hank
will comprise some 200 million words of both written
and spoken English, The whole 200 million word cor-
pus is being annotated morphologically and syntacti-
cally during 1993-94 at the Resecarch Unit for Com-
putational Linguisties (RUCL), University of Hel-
stnkt, using the Bnglish morphological analyser (IENC-
TWOL) and English Constraint Grammar (ENGCGQ)
parser. The first half of the texts (103 million words)
has already been processed in 1993, The project is
lead by Prof. John Sinclair in Birmingham, and Prof.
Fred Karlsson in Ielsinki. The present author is re-
sponsible for conducting the annotation.

In the introduction of this paper the routines lor
dealing with large text corpora are presented and

our analysing system outlined. Chapter 2 gives an’

overlook how the texts are preprocessed.  Chapter
3 describes the lexicon updating, which is a prelim-
inary step to the analysis. The last part presents the
ENGCG parser and the ongoing development ol its
syntactic component,

1 INTRODUCTION

Fach month the CORUILD team supplies an approx-
imately 10 million word batch of markup coded run-
ning text (see Appendix A) in ASCII formal. Fvery
new batch is first scanned by the ENGTWOL lexi-
cal and morphological analyser [Koskenniemi, 1983]
in filtering mode for the purpose of detecting words
not included in the present lexicon. This is followed hy
a serni-automatic updating of the lexicon. Alter these
adjustments, the whole systemn is used for annolating
the data,

Our analysing system, which is presented in detail
in [Karlsson, 1994], consists of the following successive
stages:

s preprocessing

e ENGTWOL lexical analysis

o ENGCG morphological disambiguation

o ENGCG syntactic mapping and disambiguation
The main routines performed on the monthly data,
including constant monitoring of both incoming

texts and analysed output and management (doc-
umentation, backups) are closely linked to the up-
dating of the preprocessing module and the ENC-
TWOL lexicon.

2 PREPROCESSOR

The preprocessing modules standardise the running
Lext and tokenise it into a lorm suitable for Lhe
ENGTWOL lexical analyser.

ENGCG has been developed so that it takes into
accounl various textual coding conventions [[Karls-
son, 1994]. We have developed preprocessing pro-
cedures further to cater for the diflerent types of
markup eodes systematically. Since texts usually
corne from various sources, there may be undoeu-
mented idiosynceracies or systematic crrors in some
snples,

The information conveyed by the markup codes
is utilised in the parsing process,  Updating the
preprocessing module (o achieve the highest possi-
ble systematisation iz therelore considered worlh-
while.  The present systern can deal with any
code properly if it is used unambiguously in either
a sentence-delimiting function (e.g codes indicat-
ing headings, paragraph markers), sentence-internal
function (e.g. fonl change codes) or word-internal
(e.g. accent codes) function,

Since preprocessing is the fivst step before lexienl
filtering, it indicates the kinds of difficnltios we are
likely to encounter. 1[ ervor messages are produced
al this stage, Tdo the necessary adjnstiments to the
preprocessor unlil it seems Lo produce Lhe ouwput,
simoothly. Iirrars in preprocessing may oceasionally
result in a truneation of lengthy passages ol text or
even a crash,

I is important for the utilisation of the corpus
that no information is lost during standardisation,
Therefore, we aim to mark all corrections made to
the text.  PFor example, Lhe preprocessor inserts
a code marking the correction when it separates
strings such as ofthe and andthe.

Most errors are not corrected, such as conflusion of
sentence boundaries, truncation of sentences due Lo
rumning headings or page nunbers, misplacerment
or doubling of blocks of text, ete.

&

1



3 THE LEXICON

Filtering produces a list of all tokenised word-forms
in the input text which are not included in the cur-
rent ENGTWOL lexicon. The most comimon types
are taken under closer scrutiny. It has to be decided
whetlier these are genuine word forms or non-words
(c.g. misspellings).

At the beginning, I used several days to update the
lexical module for a new batch of text but experi-
ence and increased coverage of the lexicon have di-
minished the time needed for this task considerably.
[ have added words above a certain frequency rou-
tinely to the ENGTWOL lexicon. The frequency
is not fixed but determined by practical considera-
tions. For instance, when the data contain a great
deal of duplication (as in the BBC material owing
Lo the repetitive nature of daily broadcasting), sim-
ple token frequency is a poor indicator of what is a
suitable item to add to the lexicon. [lowever, sam-
pling methods have not heen developed to optimise
the size of the lexicon, because it is not crucial for
the present purpose.

My lexical practices differ sormewhat from the
updating procedure documented in [Voutilainen,
1994]. If our aim is to supply every word in run-
ning text with all proper morphological and syn-
tactic readings, we cannot deprive frequent non-
standard words (e.g. larn, veggie, wanna) of their
obvious morphological readings because this might
caunse the whole sentence to he misanalysed. Since
prescriptive considerations were not Laken into ac-
count in the design of ENGTWOL, many entries
marked as informal’ or lang’ in conventional dic-
tionaries were added to the lexicon. I have also
included highly domain-specific entries into the lex-
icon if they were frequent enough in certain types
of data, especially when heuristics might produce
erroneous or incornplete analyses for the word in
question (e.g. species of fish which have the same
form in singular and plural: brill, chub, garfish)'.
One advantage of including all frequent. graphical
words to the lexicon is that ENGTWOL filtering of
incorning lexts produces ontput which can bhe more
reliably dealt with by automatic means. When all
frequent nonstandard and even foreign words are
listed in the lexicon, the output can be used in a
straightforward way for generating new entries.
The procedure of adding new entries to the lexicon
goes as follows: first, all words are classified accord-
ing to the part-of-speech they belong to. Second,
new entries in the ENGTWOL format are generated
automatically from these word-lists using ready-
made tools presented in {[Voutilainen, 1994]. Lists of
new entries are carelully checked up, and additional
features (such as transitivity and complementation

features for verbs) are supplied mannally. Tn de-
scribing the items, 1 have relied mainly on Collins
COBUILD Dictionary (1987) and Colling English
Dictionary (1991) which have been available for us
in elecironic form. But when the usage and dis-
tribution seems to he unclear, I have gencrated an
on-line concordance directly {ram Lhe corpus. Since
[ have dealt with words which have a Trequency of,
say, at least 10 tokens in the corpus, this method
seeins Lo be quite reliable.

We cannot detect errors in the lexicon during the
initial filtering phase. Once a certain string has had
one or more entries in the lexicon, it is not present
in the output af the filtering, and other potential
uses might not be added to the lexicon®. And fre-
quent errors tend to gel corrected sinee all incorrect.
analyses detected during the manual inspection ave
corrected directly in the lexicon,

The ENGTWOIL lexicon which is used in the
Hank analyses contains approximately 75,000 en-
tries. Morphological analysis caters [or all infiected
forms of the lexical items. The coverage of the lexi-
con belore updating is between 97% — 98% of all
word-form tokens in running text.  Appendix A
presents the number of additional lexical entries
generated [rom each bateh of data, The cumula-
tive trend shows that a very small number of new
entries is needed when analysing the labter hall of
the corpus.

Morphological leuristics is applied alter BNCG-
TWOL analysis as a separate modnle (by Vouti-
lainen, Tapanainen). It assigns reltable analyses to
words which were not included n the lexicon, This
also contributes to the fact that lexicon updating
will be a minor task in the future,

4 LINGCG DISAMBIGUATION
AND SYNTAX

English Constraint Grammar is & rule-based mor-
phological and dependency-oriented surface syntac-
tic analyser of ranming Fnglish text.

Morphological disaanbiguation of multiple pari-of-
speech and other infleclional tags is carried out be-
fore syntactic analysis. Morphologiead disambigun-
tion reached a mature level well before the begin-
ning of this project (see evaluation in [Voutilainen,
1992]).

"The morphological disambiguation rules (some 1100
in the present grammar) were written by Atro
Voutilainen.  The Bank data is analysed using
both grammar-based” and heuristic’ dismmbiguation
rules. This leaves less morphological ambiguity (be-
low 3%), although the error vate is still extremely
low (below 0.5%).

ZAlthough missing entries are possible to find indi-

"The defanlt category of morphological heuristics is a rectly, e.g. «ing and -ed forms in the filtering output ndi-
singular noun. In the case of a potential plural form (s- cates that the base form is not described in the lexicon as
ending), an underspecified tag SCG/PL is given, a verb
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4.1  Current state of ENGCG syntax

The first version of ENGCG syntax was written by
Arto Antiila [Anttila, 1994]). At the beginning of
the Bank project, new Constraint Grammar Parser
irmplementations for syntactic mapping and disamn-
biguation were written by Pasi Tapanainen, These
have been tested during the first months of this
project. Some adjustment to the syntax was needed
to cater for new specifications, e.g. in rule applica-
tion order.

[ have tested all constraints extensively with difler-
ent types of text from the Bank. T have revised al-
most all syntactic rules and written new ones. The
current ENGCG parser uses 282 syntactic mapping
rules, 492 syntactic conslraints and 204 heuristic
syntaclic constraints. The mapping rules should
he the most reliable, since they attach all possible
syntactic alternatives to the morphologically disam-
biguated output. Syntactic rules prune contextu-
ally inappropriate syntactic tags, or accept. just one
contextually appropriate tag. Syntactic and heuris-
tic rule conmiponents are formally similar but they
difler in reliability. It is possible not to use lieuris-
tic rules at all if one aims at maxinally error-free
outpub, but the cost is an increase in ambiguity.
During the project, the quality of syntax has im-
proved constderably. The eurrent error rate, when
parsing new unrestricted nmuing text, is approxi-
mately 2%, i.c., 2 words out of 100 get the wrong
syntactic code. But the ambiguity rate is still fairly
ligh, 16.4% in a 0.5m word sample, which means
that 16 words out of 100 slill have more than ane
morphological or syntactic alternative. Much of the
remaining ambiguity is of the prepositional attach-
ment type. ‘This particular type of ambiguity ac-
counts for approximately 20% of all remaining ain-
biguity. More heuristic rules are needed for pruning
the remaining ambiguities. Of course, many of the
remaining ambiguities (especially PP altachment)
are genuine and should be retained.

The speed of the whole system used i morphologi-
cal and syntactic annotation is about 400 words per
second on a SUN SparcSiation 10/30.

4.2 Developing the syntax

Facilities for the (ast compilation of a parser with a
new rule file and the speed of the analysis makes a
very good environment for the linguist 1o test new
conslraints.

A special debugging version of the parser can be
used for testing purposes. The debugging version
takes fully dismmbignated ENGCG texts as inpul,
Ideally, every rule is tested against a representative
sample from a corpus. This would set the vequire-
ment that the test corpus should be made of large
random samples. [Towever, il is time-conswmning to
prepare manually large amounts of corrected and
disambiguated data, even [rom ENGCG output.

Therefore, a very large test corpus is beyond the
scope of Lhis project.

‘I'hie current syntactic tesl corpus contains approxi-
mately 30,000 words. It is large enough lor testing
reliable syntactie rules, but if we want to rate the
aceeptability of lieuristic synfactic rules, a larger
syntactic corpus would be necessary, The test cor-
pus consists of 16 individual Lext samples lvorm the
Bank of English data, The Lexts have been chiosen
so that they take text type variation into account.
All samnples but one are continuous, unedited sub-
parts of the corpus.

It seems worthwhile to continue preparing a disam-
biguated corpus (vom selected picces of text, Once
new data is received, it is expedient to add a rep-
resentative sample (rom it to the Ltest corpus. A
manually disambiguated Lest corpus constitutes a
very straightforward documentation of the applied
parsing scheme (as deseribed in [Sampson, 1987}).

5 CONCLUSION

The analysing system has reached a malure stage,
where all technical problems seenn to he solved, We
have developed methaods dealing with the data with
a considerable degree of avtomatisation, ENGCG
lias proved to be a fast and acanrate rule-based sys-

tem for analysing unrestricted Lext,

Writing and documenting ENGCG syntax will he
the main concern during the following imonths, Qur
part of the project will be completed by March,
1995.

[t is possible that the whole 200-million corpos will
he analysed alresh near the end of the project., "This
would put to use all the tmproverments imade during
e two-year period and wounld guarantee nmaxinal
degree of uniformity and the overall acciracy of the
annolaled corpus.
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A List of annotated Bank of English

data
data size additional
in words lexical entries

Today 10,019,195 6,540

Times 10,090,991 1,837

BBC 18,076,124 3,379

The Fconomist, WSJ 11,195,100 455
British Books 1 9,232,527 1,488
British Books 2 13,925,852 1,961
Independent, Magazines | 10,199,542 1,143
Magazines 10,365,173 1,059

American books 10,632,267 972
"Total: 103,636,771 18,834

The table above shows the size of the 11 batches
annotaled so far in words and the number of new
lexical entries® derived from them.

B  An Example of the ENGCG
analysed sentence (from the
American Books data)

The original text:

<t>
The situation at Stanford, to be examined
in more detail later, is hardly unique.

Aunnotated text:

<t>
"<The>"

“the'" <*> <Def> DET CENTRAL ART SG/PL @DN>
"<situation>"

"situation" N NOM SG @SUBJ
bl<at>ll

"at" PREP Q<NOM
"<Stanford>"

"stanford" <¥> <Proper> N NOM SG Q<P

n<$'>||
"<to>!

"to" INFMARK> QINFMARK>
"<he>"

“he' <SV> <SVC/N> <SVC/A> V INF @-FAUXV
"<examined>"

"examine' <SV0> <P/in> PCP2 O-FMAINV
Il<in>ll

*in" PREP @QADVL
"<more>"

“much" <Quant> DET POST CMP SG QQN>
"<detaild>"

"detail™ N NOM SG @<P
“<later>"

"late" ADV CMP QADVL
n<$.>n
"<ig>"

“be" <SV> <SVC/A> V PRES SG3 VFIN Q+FMAINV
"<hardly>"

The same WSJT material from ACL has been used in
updating the ENGTWOL lexicon before this project.
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“hardly" ADV QADVL QAD-A>
"<unique>"

"unique" A ABS @QPCOMPL-S
ll<$ . >4

Syntactic tags, listed in [Tapanainen, 1994;
Voutilainen, 1992] are marked with an at-sign
(@). The shallow syntax distingnishes four verh
chain labels and nominal head and modifier
functions. Modifier functions have a pointer (> or
<} to the head to the right or to the left,
respectively. PP and adverbial altachment is
solved when it can be done reliably.
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