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Summary

In this paper, we show that Reileration and Collo-
calion relations as introduced by Halliday and Hasan
may function as lexically biased discourse structure
relations and that these relations arc well represented
by sequences of Mel’duk’s Lezical Functions (L.rs). We
propose to nse LF sequences for the final determina-
tion and realization of discourse organization during
lexical choice in text generation.

1 LEXICAL PHENOMENA IN DIS-
COURSE

1.1 The Problem

In text generation, the task of content selection and
discourse organization, i.c. text planning, has often
been opposed to the task of linguistic realization of the
information selected and organized by the text plan-
ning process (cf., e.g., McKcown and Swartont, 1987).
Mowever, discourse organization is not possible with-
out taking into account linguistic means that are avail-
able to express a particular meaning (cf., e.g., Meteer,
1992; Rubinofl, 1992). Especially the failure to in-
tegrate lexical choice into the planning process may
lead to monotonous, awkward, or even ungrammati-
cal text (note that when used separately, the clauses
in (1a) and (2a) are fully acceptable):!

(1) a. ' Alle bewahrten Ruhe; nur Hans kon-
nte keine Lu)ﬂ{(yic nicht) bewahren
lit. ‘All kept calmuess; only Hans conld
not keep calmness/ it’.
vs.
b. Alle bewahrten Ruhe; nur Hans konnte
nicht ruhig bletben
lit. ‘All kept calmness; only ITans conld
not keep calm’,

"Der langgeplante Ausflug fund am
Sonntag statl; wir unternalmen thn
mit der ganzen Familie
lit. “T'he long-planned trip took place
on Sunday; we undertook it with the
entire family’.

Vs,

b. Der langgeplante Ausflug fand am
Senntag stall; die ganze [Familie
nahm daran teil

lit. ‘The long-planned trip took place
on Sunday; the entire family took part
in it’.

(2) a.

n the following exaimnples, the inappropriate lexical expres-
sion in the (a) sentences and its more appropriate alternative in
the (b) sentences are underlined.

(3) a. *Hans machte cine Intdeckung; diese

Entdeckung war wirklich

lit. ‘Hans made a discovery; this dis-

covery was real’.

vs.

b. HTans machte eine Intdeckung; diese
intdeckung war eine Intdeckung im
wathrsten Sinne des Wortes
lit. ‘Ians made a discovery; this dis-
covery was a discovery in the real sense
of the word’.

These examples show that lexical constraints are of
a special relevance to discourse organization il related
discourse segments communicate information on the
same or related object, event, process, ete. While in
the past, considerable worl has been done on the real-
ization of anaphoric links hetween related entitics via
referring expressions (cf., e.g., Tutin and Kittredge,
1992; Dale, 1989; Reiter, 1991), only a few proposals
emphasize the relevance of lexical means for the real-
izalion of discourse structure relations such as con-
TRAST in (1b) and BLABORATION in (2b) and (3b).2
It is important to note that the actual realization of
a discourse relation may vary with the semantics ol
the lexemes involved. For examnple, in (4), the second
clause 1s an INTERPRETATION or CONSEQUILNCE of the
first; despite the analogous syntactic construction in
(5), the second clause is & JUSTIFICATION or an EXPLA-
NATION of the [irst rather than an INTERPRETATION
or CONSEQUENCI:.

(1)
(5)

Ile travels a lot -— he is a ‘professional’
traveller.

He flics alol - he 18 a professional flier.

1.2 The Proposal

Such relations as those between Ruhe bewahren ‘[to]
keep calmness’ and ruhig bleiben ‘[to] keep calm’ (in 1);
between Awusflug findet stall ‘tip takes place’ and am
Ausflug teilnehmen ‘[to] take part in the trip’ (in 2); and
between eine Fnldeckung ‘discovery’ and tm wahrsien
Sinne des Worles ‘in the rcal sense of the word’ (in 3)
have been introduced by (ITalliday and Masan, 1976)
as Reiteration and Collocation relations.®

2In this paper, we use the names of disconrse structure rela-
tions as they are known from the Rhetorical Siruclure Theory
(Mann and Thompson, 1987).

3 Although preferably nsed so far to describe disconrse links
between information segments realized by nouns, Reiteration
and Collocation relations may well hold hetween segiments whicl
are realized by other parts of speech and even by multiple word
expressions,
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Reiteration stands for a strict repetition of a lex-
ical expression in related discourse segments; for a
substitution of a lexical expression by a synonym, or
for a substitution by a superordinate. Consider the
following examples, which illustrate the three differ-
ent reiteration relations (strict repetition in (7a),
synonymy in (7h), and superordination in (7c)):

(6)

Last summer, Monica flew to Italy,

(7) a. while Daniela flew to Norway.
b. while Daniela took the plane to Nor-
way.
c. while Daniela travelled to Norway.

TFurther substitution relations such as metaphoric
repetition (7d), negated antonymy (7e), etc. can
be added:

(M d.

e. Daniela also did not stay at home.

while Danicla wafted away lo Norway.

Collocation stands for ‘any recognizable lericose-
mantic relation’ between lexical expressions in related
discourse segments. Lxamples of collocation relations
are attribution (7f), partition (7g), means (7h),
ete.:

(7) . it was a very pleasant journey.
g. making a stop over in Munich.
1. it was one of those big airerafts.

As our examples show, reiteration and collocation
relations help to ensure not only cohesion, but also
cohierence in texts. Therefore, a text generator has to
provide an organization of lexical resources that tailors
discourse structure relations to reiteration and collo-
cation relations. This presupposes, on the one hand,
a precise picture of which reiteration and collocation
relations are available in language and how they are
realizable; and, on the other hand, a fine-grained dis-
course model that contains these relations.

To make allowance for the global discourse orga-
nization, which is performed independently from lex-
ical resources, we suggest a two level text planning
task implementation, with the {irst level realized by o
Rhetorical Structure Theory (Rs1) (Mann and Thomp-
son, 1987) style text planner and the second level ——
by a separate lexical choice module. Then, the dis-
course organization of a text is done in two steps:
in the first step, the text planner predetermines the
discourse structure relations; in the second siep, the
lexical choice module provides, in accordance with lin-
guistic constraints, the final determination and the re-
alization of these discourse structure relations,

The present paper reports an attempt to define lex-
ically biased discourse structure relations used in a
partially implemented lexical choice module. Due to
the lack of space, we do not discuss the module it-
self; it is described in detail in (Wanner, 1992, 1994).
Here, we demonstrate how discourse organization for
text generation can be refined by lexically biased dis-
course structure relations and how these relations arce
related to global discourse relations specified in the
output of an RST style text planner.

In contrast to the most discourse models (cf., e.g.,
McKeown, 1985; Grosz and Sidner, 1986; Mann and
Thompson, 1987), which take the clanse as the min-
imal discourse segment, we consider as discourse seg-
ments “perspectives” (cf. McCoy, 1989) — specific
views taken on a semantic entity (an object, an event,
cte.). A perspective is a wording which is tailored to
the lexical repertoire of an entity; it is realizable as a
clause, a phrase, or as a single lexeme. Fach of the
clauses in the examples above can be considered as a
realization of a single perspective; and the reiteration
and collocation relations that hold between the clauses
— as well-defined perspective pairs.

In our model, a single perspective is represented as a
composition of Mel’tuk’s Lexzical Funclions (hereafter
Lrs) (Mel’éuk and Polguére, 1987); perspective pairs
are represented as LI sequences.

The following distinctive features characterize our
model:

e it makes sure that all relations delined are ex-
pressible in Janguage,

o it allows for a realization of lexical relations as
subclansal relations between discourse segments,

o it is sensitive to lexical and syntactic variations for
the realization of discourse structure relations.

2 LEXICAL FUNCTIONS IN DIS-
COURSE

2.1 The Basics

Formally speaking, an LF fis a standard semantlico-
lexical relation which holds between a lexeme 1) (the
keyword of £) and a set of lexemes (1) (the value of
f). xamples of Lrs are:
Syn: ‘synonym’
Anti: ‘antonym’
Gener: ‘hyperonym’
Figur: ‘metaph. rep)
Convyy: ‘conversion’

Syu(bible) = Cod’s Book
Anti(victory) = defeat
Gener(lamb) = meat
Figur(fog) = wall [of foy)
Conva (Lo include)

= [to] belong

Softo teach) = teaching
Si(lie) = liar

Ao (sun) = solar
Vo(deal) = [to] deal
Magn(beauty) = real,
stunning

Opery (ery)

= [to} let out (a cry)
Incep(to sleep)

= [to] fall asleep

Fin(to sleep) = [lo] wake up
Caus(to sleep)

= [to] put to sleep
Manif(happy)

= [to] beam with joy

So ‘situation’

Sy ‘aclor’

Ap: ‘situational adj.’
Vo: ‘action’

Magn: ‘intense(ly)’

Opery: ‘perform’
Incep: ‘beginning’

Fin: ‘end’
Caus: ‘caunsation’

Manif: ‘manifestation’

Mel’éuk distinguishes about sixty simple Lys of the
above kind. Simple LFs can Mirther be combined with



Opery A Opery strict repetition ({to] iave |

a look A [to] have a look)

Vo A SynVp synonymy

([to] disappear A [to] vanish)
Vo A GenerSg superordination

([to) search (a flat) A veprisal)
So A l'igurSy metaph. repetition

(fog A wall of fog)

Vo A NOT AntiVy neg. auntonymy

(close A not far away)
conversion ([lo] sell A [to] buy)
process-actor ([lo] lie A liar)

Vo A C()HV21V()
Vo A Sy

Caus A Vg cause-process

([to] put to sleep A {Lo] sleep)
initialization-process ([to]
fall asleep A [10] sleep
attribution (beauliful A

real beauty)

manifestation ([to] be happy A
[to] beam with joy)

Incep A Vo
Ao A Magn o So

Vo A Manif

Table 1: The realization of reiteration and collocation
relations by LI sequences

cach other; the meaning of such
a rule, a combination of the teanings of the partic-
ipating 1rs. Thus, AntiMagn means ‘slightly’ (e.g.,
AntiMagn(ingury) = minor); and IncepOper; ‘start
performing’ (e.g., IncepOpery(debate) = [io] starl (a
debate)).t

In text generation, the benefits from Lis are three-
fold: (i) they provide subclausal collocational con-
straints between the keywords and the values (cf. lor-
danskaja el al., 1991) as, c¢.g., belween narrow and ma-
Jority (with AntiMagn(majority) = narrow) in Hou-
dint won with a narrow mejorily; (1) they provide in-
terclausal cooceurrence links (cf. Tutin and Kittredge,
1992) between the keywords and the values as, e.g
between spaghetti and pasta (with Gener(spaghelli) =
pasta) in Let’s take spaghelti; pasta 1s nol bad here; and
(iil) they allow for explicit statements on the cooceur-
rence between values of various Lis in related discourse
segments, as, e.g., between the values of Vy(sleep) =
[to] sleep and Tncep(sleep) = [lo] sink inlo sleep in
Hardly in bed, Tony sank into slecp and slept all the
night till the morning.

In our work, we use (i) for single perspective realiza-
ttons (cf. Wanner and Bateman, 1990); (ii) and (iii)
serve for the representation of perspective sequences,
i.e. reiteration and collocation relations in discourse.
One such relation is given by all pairs Ly A Lo (‘Lr
sequences’) which show the same coocenrrence behayv-
ior {c.g., the sequences Opery A Oper; and Vo A Vg
show the same cooccurrence behavior; both stand for
strict repetition). Consider Table I,

LF sequences are directed, l.e. LFy A LIy # LIy A

compler LIS 1s, as

4If several (simple or complex) LPs compose a phrase or a
clause (as, e.g., AntiMagn and Sp compose minor injury), we
separate these Lits by a ‘o’ sign, For the theoretical background
and further details of how Li's can be composed with each other,
see the literature on Meaning Text Theory; c.g., (Mel'éuk and
Polguére, 1987).

LF. Moreover, the existence of L} A LFy in a lan-
guage does not mean that Lrg A LI is also available,
Therefore, in LI sequences, one argument. is the ‘huly’
- the point ol departure (or the expanded LF) and the
other argument s Lhe ‘hub expander’. How a specilic
LF can be expanded, 1.e. which LI sequences are possi-
ble, depends individually on this 1y, and on which nis
are [urther available Tor the entity the nvs are applied
to. Compare, c.g., the LI sequences that instantiate
the negated antonymy reiteration for Vo(forgeliing)
and the two, which instantiate the same relation for
Vo(lie):
Forgetiing (the Vi clause is in all examples realized
as I forgot; to abbreviate, we write ... instead):
Vo A NoT ConvyyAntiVg .5 1t does not
remind me of enything.
. oean (absolutely)
wol think of it (now).
Lot (lotelly)
has slipped my mind.
s (absolutely) no idea,

Vo A (Magn o) NOT AntiVy
Vo A (Magn o) I'inOpery o AntiSg
Vo A (Magn o) No't AntiSynSg

Lie (‘.. .7 stands here for [Te is lying):
Vi A NOT Opery o SgAntiVg oo {(stmply) does not
tell the truth.

what he says 1s not true,

Vi A GenerVg o NOT AntiAg

Apart from the reiteration or collocalion relation
it stands for, an LF sequence is further characterized
by its possible syntactlic realizations and its functional
content.

2.2 Syntactic Realizations of LI" Sec-
quences

As arule, an L sequence is realizable by several differ-
ent syntactic constructions. llow these constructions
can look like i1s predetermined by cach Ly sequence
individually (and by the information to be communi-
cated). Tor example, Opery A Opery (more precisely,
strict repetition)is in general realizable only as a
paralectic complex claeuse; of. NMave a look al it; please
have w look. Tn contrast, for example, Opery A Magn
o Sy is realizable - when applied to, e.g., decision —
by all syntactic constructions possible, cf.:

(8) a. John made o decision; this decision
was important Lo him (paratactic com-
plex clause);

b. John made a decision, which was tm-
portant to him (hypotactic complex
clanse);

c. The decision, which John made, was
important to him (embedded clause);

d. John made an importunt decision
(simple clanse);

[ John's recently made important deci-
ston (phrasc).

The relevance ol syntactic varialions for the realiza-
tion of discourse structure relations is well known, cf,
e.g., (lovy, 1993).
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2.3  TFunctional
quences

Content of LF Se-

Semantics, lexis, and syntax of LT sequences do not
provide sufficient criteria for the choice of one sequence
over all other comparable ones. These criteria must be
provided by the functional contenl we associate with
cach sequence (or reiteration and collocation relation,
respectively). The functional content of the reiteration
and collocation relations listed in Table 1 is presented
in Table 2.5

Insisting restatement
clarifying restatement

strict repetition
synonymy
superordination

generalizing restatement,
clarifying restatement,
class-referencing
illustrative restatement,
pictoresque restatement,
intensi{lying restatement

metaplior.
repetition

contrastive restatement
clarifying restatement,
constituent enhancement,
pespective shilting
identification,

negated antonymy

conversion

process-actor
actor-introduction

cause-process processual enhancement,
causal enlancement,

causer introduction

processual extension,
beginning cxtension

initialization-process

attribution attributive refinement

manifestation

predicative refinement

manifestation enhancement

Table 2: Functional content of some reiteration and
collocation relations

3 TOWARDS LEXICALLY BIASED
DISCOURSE RELATIONS

Due to their functional content, LI sequences serve
as instantiations of individual discourse structure re-
lations. In our work, we suggest that these individual
discourse structure relations can be organized coher-
ently in terms of the functions and semantic distine-
tions they represent. In accordance with the claim
that the availability of specific L.F sequences is depen-
dent on the entities the L¥s are applied to, we further
suggest that this organization must be done individu-
ally for each predicative entity (cf. Wanner, 1994).
Based on this, we define taxonomies (one for
each predicative entity) which have been inspired by
Halliday’s proposal for grouping interclansal logico-
semantic relations (cf. Halliday, 1985). Tow such an
organization can be realized efficiently using inheri-
tance techuiques is described in (Wanner, 1992).

57This is not to say that these functions are the only ones
that are possible

Although our model is not restricted to interclansal
relations, two features of Malliday’s proposal are valu-
able to us: (i) that alogico-semantic relation ‘expands’
one wording by an another one rather than connecting
two given wordings and (i1) that a logico-semantic re-
lation can be further decomposed with respect to its:
L. semantics, 2. syntactic realization, 3. comnmunica-
tive structure, and 4. with respect to the speaker’s
intention, which molivates the selection of this rela-
tion during the text production process.

In what [ollows, we discuss first the general taxon-
omy of our ‘expanding’ discourse structure relations
for processes and then the decomposition of the rela-
tions along these four dimensions. Following the con-
ventions in RST, we call the expanded part ‘nuclens’
and the expanding one ‘satellite’.

3.1 Taxonomy of Lexical Discourse Re-
Iations

A taxonomy of lexical discourse structure relations is
to be understood as a hicrarchy of allernative choices
of increasingly delicate relations. 'The most delicate
relations are LI sequences represented by their func-
tional content. The top level of the taxonomy repre-
sents, thus, the most global types of cxpansion. In
accordance with (Halliday, 1985), these are ELABO-
RATION, EXTENSION, and ENIHANCEMENT. ELARORA-
TION subsumes all those expansions which ensure a
deeper understanding of the meaning communicated
by the nucleus wording. A deeper understanding of
the nucleus wording is ensured by restating, refining,
ov clarifying it (the next level of ELABORATION in the
taxonomy). For example, all reiteration relations are
of the ELABORATION type.

The EXTENSION expansions cxtend the meaning
communicated by the nucleus wording. This can be
done by introducing a new constituent that is related
to what has been said in the nucleus, by adding a
new action of the known constituents, etc. Beginning
extension is, c.g., an LXTENSION,

The ENHANCEMENT expansions qualily the mean-
ing communicated by the nucleus wording by adding
a reference of causation, time, location, manner,
mode, ete. An example of ENMANCEMENT is causal
enhancement.

Pigure 1 shows in more detail the ELABORATION
fragment of the taxonomy in network form. Ac-
cording to this figure, RESTATEMENT can be real-
ized as a conlrastive, a generalized, or as a repeat-
ing restatement, respectively. As shown in Table 2,
CONTRASTIVE RESTATEMENT corresponds to the reit-
eration negated antonymy, GENERALIZING RESTATE-
MENT to superordination, respectlively. REPEATING
RESTATEMENT is further insisting, clarifying, illustra-
tive, picloresque, etc. (see again Table 2 for corre-
sponding reiteration relations).



 REFINEMENT

r ELABORATION T CLARIFICATION

CONSTRAST. ...
[ RESTATEMENT

. GENERAL.
RESTATEMENT
- PICTORESQUE.
RESTAT.,

= RESTATEMENT -

TOP- STRICT
* RESTATEMENT
- CLARIE,
RESTAT..
. JLLUSTRAT,
RESTAT..

* EXTENSION - INTENS.

RESTATEMENT

- BNHANCEMENT =

Figure 1: A fragment of a lexical discourse structure
relation taxonomy

3.2 Decomposition of Lexical Dis-

course Structure Relations

As presented in Figure 1, the relations are still too
global to be useful for lexical choice. Consider, e.g.
ATTRIBUTION -— a subtype of the REFINEMENT rela-
tion; it allows for various decompositions with respect
to all four dimensions mentioned above:

e Scmantics; thus, ATTRIBUTION can mean AT-
TRIBUTION, e.g., of a process, of one ol the par-
ticipants of this process, or of one of the cir-
cumstances of this process; if ATTRIBUTION of a
participant (let’s say the ACTOR) is meant, il is
still undetermined what kind of attribution this
is (e.g., a one which enables the actor to engage
in the process, a one which prevents him from
engaging in this process, cte.).

e Syntactic realization; how the varions ATrii-
BUTIONs can be realized syntactically depends on
the semantic and lexteal properties of the infor-
mation to be communicabed. For example, Mon-
ica flew Lo Italy; it was a very pleasant journey s
also realizable as a subordinated clanse (Monica
flew to ftaly, which was very pleasant); as a sim-
ple clanse (Monica had o very pleasant journey lo
Italy); and as a phrase (Monica’s pleasant journey
{o Italy).

¢ Communicative structure; the commuunicative
structure of ATTRIBUTION varies depending on
the order in which nucleus and satellite are ve-
alized. Cf., e.g.: Monica flew to Ilaly; it was a
very pleasant journey vs.
Monica’s journey lo Haly.

It was very pleasant,

¢ Speaker’s intention; selecling the aTrrInu-
TION relation the speaker is assumed Lo intend,

(R1/CONSEQUENCE
raction (LYING/ SITUATION
ractor (PERSON
sin-focus +
:sex male
:name ¥unknownt#)
robligatory-roles (:actor,
:situation))
iconsequence (LYING/ CLASS-ASCRIPTION
:domain (PERSON
rin-focus +
isex male
:name #unknownt#)
:range (:actor
:situation LYINQ)
tobligatory-roles (:domain,
trange)))

Iigure 2: ‘The text plan for the text with the meaning
“T'he man is lying; the consequence of this is that this
man is a liar’
¢.g., a justification of what liag heen communi-
cated in the nucleus as in John fuiled the ezam;
il was very difficull; a consequence of it John has
been shot -— he ist dead, clc.

The increasingly delicate specifications achieved by
decomposition are also represented hierarchically in
network form; one network for each dimension.

4 GETTING THE RELATIONS AC-
CROSS

The lexical choice process, which makes use of the
discussed discourse structure relation taxonomics, and
the representation ol lexical resources are described in
detail in (Wanner, 1992, 1994). 1ere we focus on the
interface between the first level text planning and the
lexical choice module; and on the ontpnt as produced
by the lexical choice module.

The compulational framework in which our model
has partially been tmplemented, is the systemic Lext
generator KOMET (Baleman el al., 1991). One source
ol constraints lor Lhe first level text organizalion comes
in KOMET from an rsT-based planner.% ‘The outpui of
this planner is a collection ol case frames with rsT
relations holding between them as shown in Fignre 2.

Starting [rom a text plan of this kind, the lexical
choice module traverses a multilayered collection of
networks (one of these layers is given by a taxonormy of
lexical discourse structure relations discussed). Dur-
ing the braversal, the text plan is transformed into a
lexicalized Partial Grammatical Structure (pas);” it
is called ‘partial” because it contains precisely that
amount of grammadtical information whiclh is necessary

S Recent developrnents of this planner are described in (Hovy
et al., 1992).

A pras corresponds, roughly speaking, to the Partial Swr-
face Functional Description (PSFD) specilication in the COMET
system (McKeown et af., 1990).
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r 3 ine ®lie” 1
process: LEX-LIE[T;:H?“I;' _:"' }
H - 3 ki
OPRIMARY sayer: LEX-MAN[?&?HTQ +mnn }
theme:
ovelline Pha®
process: LEX-DE[:‘E:,’:}:"K +b(' ]
ESECONDARY token: &1 spelling: *liar”
value: LEX-LIAR[“IZ)U“: g.+ ]
L theme: |

Figure 3: PGS structure for the sentence The man s
lying; he is a lar

for lexical choice. The PaGs is passed to the grammar
(a systemic grammar of German; cf. Teich, 1992) for
final syntactic realization. Figure 3 shows a sample
paGs encoded as a Typed Features Structure (cf. Bate-
man el al., 1992).

The first and the most important task in tailoring

the text plan to linguistic resources is to find a lex-
ically biased discourse structure relation for the rRsT
relation specified in the text plan. The search is done
in accordance with the functional content, the inten-
tion of the speaker, and the contents of the argnments
of the rST relation. If the RST relation connects unre-
lated case frames® (as, c.g., EVIDENCE in In winter, the
days are short. It is gelting light late and early dark.)
these case frames are realized independently without
being connected by a lexical discourse structure rela-
tion. If the case frames are related, the following three
variations are possible:
(i) An RrST relation instantiation coincides with a lex-
ical discourse structure relation; as, ¢.g., the instanti-
ation of RESTATEMENT in the following rudimentary
text plan coinsides with our RESTATEMENT:

(R2/RESTATEMENT

:statement; (SAYING/ SITUATION
:sayer Sveta/ person
:verbiage #unknown#
:manner (quiet
:scale #minimal#)
:obligatory-roles (:sayer,
:verbiage, :manner,
:gituation))
:statementz (SAYING/ SITUATION
:sayer Sveta/ person
:manner (quiet
:gcale #minimal#)
:obligatory-roles (:sayer,
:verbiage, :manner,

. :situati n))? . .
If so, the subclassification o fhe  lexical discourse

structure relation determines its final realization. or
example, the above text plan could be realized as
a GENERALIZED RESTATEMENT: Swvela flislerle; sic
sagle etwas ganz leise lit.
something very quietly’; an INTENSIFYING RESTATE-
MENT: Sweta sagle elwas sehr leise; sie hauchle es
kaum horbar hin lit. ‘Sveta said something very quietly;
she breathed it hardly audible’, etc.

‘Sveta whispered; she said

(i1) An RST relation instantiation subsumes several dis-

8Case frames are considered to be unrelated if between them
or one of their roles no identity, is-a, causer, location, etc. rela-
tion holds.
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tinet classes of lexical discourse structure relations; as,
e.g., the instantiation of the »ST relation CONTRAST
in (this plan is also highly simplified):
(R2/CONTRAST
ractiong (DCCUPI\TIDN/ SITUATION
ractor Roman/ nation
ractee Gaul/ state
:obligatory-roles (:actor,
actee, :situation))
ractiony (DCCUPATION/ SITUATION
ractor Roman/ nation
:actee (village /location
:part-of: Gaul)
‘negation +
tobligatory-roles (:actor,
actee, :situation)))
may be realized cither as CONTRASTIVE CLARIFICA-
TION (9a) or as CONTRASTIVE ENIHANCEMENT (9b):
(9) a. Gaul 15 entirely occupied by the Ro-
mans; well, not entirely ...one small
vtllage still holds outl.
b, Gaul i3 almost entirely occupicd by
the Romans; but one small village still
holds out.

In this case, the taxonomy of lexical discourse strue-
ture relations is entered at a relatively general level
(in the worst case at TOP).

(i) An rsT relation is not captured by our taxonomy
(as, e.g., CONCESSION). Then, the corresponding case
frames are treated as unrelated (see above).

5 RELATED WORK

Our proposal for Lhe description of lexically biased
discourse structure relations resembles Danlos’ work
(Danlos, 1987), who presented acceptable clause pal-
tern sequences explicitly in a Discowrse Grammar.
The basic difference between Danlos” work and ours
is that in the Discourse (Grammar, clause pattern se-
quences arc represented as conerele valency schemata
while in our model they are represented as functional
distinctions that encode sequendées of Lis. As a vesult,
we do not face the problem of being restricted to a
concrete small domain as Danlos does.

Meteer’s text planner (Meleer, 1992) is another
proposal for the realization of lexically bhiased dis-
course structure relations. But while we argue that
lexically biased discourse structure relations are to
be realized by a functionally motivated lexical choice
model, Meteer sugggesls a single structurally moti-
vated model for text planning, which also subsumes
lexieal choice.  ‘This is different from, e.g., (Rubi-
noff, 1992), who ensures the expressibility of discourse
structure relations provided by a conventional text
planner by annotating linguistic structures,

Elhadad’s proposal (Elhadad, 1992) to use Topoi
(inference rules thal encode relations between propo-
sitions incorporating lexical material) as discourse
structure relations is aimed at exploiting lexical phe-
nomena for discourse organization. Elhadad {ocenses,
however, on the ‘argumentative potential” of lexical
items rather than on lexically biased discourse strue-
ture relations.



6 CONCLUSIONS AND
WORK

IFUTURE

In this paper, we argued that it is useful to distin-
guish between two levels of discourse organization: a
global discourse organization, which is not aflected by
linguistic means; and a finer discourse organization,
which is built up in accordance with the linguistic ma-
terial that is available for the meaning communicated.

We have shown that reiteration and collocation re-
lations may function as discourse structure relations
and that these relations are well represented by Lez-
ical Function sequences. We presented a taxonomy
of lexically biased discourse structure relations, which
is related to TMalliday’s proposal for grouping inter-
clausal logico-semantic relations and snggested to use
this taxonomy in a lexical choice module.

One of the open problems we face is how sufliciently
detailed contextual constraints can be acquired in or-
der to guide the choice of one discourse structure re-
lation over others. ‘This will certainly be one of the
topics we will have to address in the future.
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