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ABSTRACT

This paper is on dividing non-separated language sen-
tences (whose words are not separated frotn each other
with a space or other scparaters) into morpheines
using statistical information, not grammatical infor-
mation which is often used in NLP. In this paper
we describe our method and experimental result on
Japanese and Chinese sentences. As will be scen in
the body of this paper, the result shows that this sys-
tem is eflicient for most of the sentences.

1 INTRODUCTION AND MOTIVATION

An English sentence has several words and those words
are separated with a space. It is easy to divide an
English sentence into words. [lowever a Japanese sen-
tence needs parsing if you want to pick up the words in
the sentence. This paper is on dividing non-separated
language sentences into words(morphemes) withont
using any grammatical information. [nstead, this sys-
tem uses the statistic information between morphemies
to select best ways of segmenting sentences in non-
separated languages.

Thinking about segmenting a sentence into pieces,
it is not very hard to divide a sentence usiug a cer-
tain dictionary for that. The problem is how to de-
cide which ‘segmentation’ the best answer is. For ex-
ample, there must be several ways of segmenting a
Japanese sentence written in Hiragana(Japanese al-
phabet). Maybe a lot more than ‘several’. So, to
make the segmenting system useful, we have to con-
sider how to pick up the right scgmented sentences
from all the possible scems-like-segmented sentences,

This system is to use statistical information be-
tween morphernes to sce how ‘sentence-like’(how ‘likely
to happen as a sentence) the segmented string is. To
get the statistical association between words, mutual
information(MI) comes to be one of the most inter-
esting method. In this paper MI is used to calculate
the relationship between words found in the given sen-
tence. A corpus of sentences is used to gain the ML

To implement this method, we implemented a sys-
tem MSS(Morphological Segmentation using Statisti-
cal inforination). What MSS does is to find the best
way of segmenting a non-separated language sentence
into morphemes without depending on grammatical
information. We can apply this system to many lan-
guages.

)

2 MORPHOLOGICAL ANALYSIS

2.1 What a Morphological Analysis Is

A morpheme is the smallest unit of a string of char-

acters which has a certain linguistic meaning itself. It

includes both content words and function words. In

this paper the definition of a morpheme is a string of

characters which is looked up in the dictionary.
Morphological analysis is to:

1) recognize the smallest units making up the given
sentence

if the sentence is of a non-separated language,
divide the sentence into morphemes (auto-
matic segmentation), and

2) check the morphemes whether they are the right
units to make up the sentence.

2.2  Segmenting Methods

We have some ways to segment a non-separated sen-
tence into meaningful morphemes. These three meth-
ods explained below are the most popular ones Lo seg-
ment Japanese sentences.

The longest-segment method:
Read the given sentence from left to right and
cut it with longest possible segment. For exain-
ple, if we get ‘isheold’ first we look for segments
which uses the first few letters in it,P
It is obvious that ‘s’ is longer than 1’

and ‘is’.
, so the
system takes ‘s’ as the segment. Then it tries
the same method to find the segments in ‘heold’
and finds ‘he” and ‘old’.

¢ The least-bunsetsn segmenting method:
Get all the possible segmentations of the input
sentence and choose the segmentation(s) which
has least bunselsu in it. T'his method is to seg-
ment Japanese sentences, which have content
words and function words together in one bun-
selsumost of the time. This method helps not to
ent asentence into too small meaningless pieces.

s Loetter-type segmenting method:
In Japanese language we have three kinds of let-
ters called Hiragana, Katakana and Kanji. This
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method divides a Japanese sentence into mean-
ingful segments checking the type of letters.

2.3 The Necessity of Morphological
Analysis

When we translate an English sentence into another
language, the easiest way is to change the words in
the sentence into the corresponded words in the tar-
get language. It is not a very hard job. All we have
to do is to look up the words in the dictionary, How-
ever when it comes to a non-separated language, it is
not as simple. An non-separated language does not
show the segments included in a sentence. Ilor ex-
ample, a Japanese sentence does not have any space
between words. A Japanese-speaking person can di-
vide a Japanese sentence into words very easily, how-
ever, without any knowledge in Japanese it is im-
possible. When we want a machine to translate an
non-separated language into another language, first
we need to segment the given sentence into words.

Japanese is not the only langnage which needs the
morphological segmentation. For example, Chinese
and Korean are non-separated too. We can apply this
MSS system to those languages too, with very simple
preparation. We do not have to change the system,
Just prepare the corpus for the purpose.

2.4 Problems of Morphological
Analysis

The biggest problems through the segmentation of an

non-separated language sentence are the ambiguity

and unknown words.
For example,

Khititich & hainsg,

niwanihaniwatorigairu.

ik b B ownb o
niwa niha niwatort ga iru
A cock is in the yard.

B ki _—rs! h& »ownh o,
niwa niha niwa tori  ga iru
Two birds are in the yard.
22 Ic W My 2 JES o
niwa  ni haniwa  tori ga iru

A clay-figure robber is in the yard.

Those sentences are all made of same strings but the
included morphemes are different. With different seg-
ments a sentence can have several meanings. Japanese
has three types of letters: Iliragana, Katakana and
Kanji. Hiragana and Katakana are both phonetic

symbols, and each Kanji letters has its own mean-
ings. We can put several Kanji letters to one Hiragana
word. This makes morphological analysis of Japancse
sentence very difficult. A Japanese sentence can have
more than one morphological segmentation and it is
not. easy to figure out which one makes sense. Iiven
two or more segmentation can be ‘correct’ lor one sen-
tence.

To get the right segmentation of a sentence one
may need not only morphological analysis but also se-
mantic analysis or gramatical parsing. In this paper
no grammatical information is used and MI between
morphemes becomes the key to solve this problem.

To deal with unknown words is a big problem in
natural language processing(NLP) too. To recognize
unknown segments in the sentences, we have to dis-
cuss the likelihood of the unknown segment heing a
linguistic word. In this paper unknown words are not
acceptable as a ‘morpheme’. We define that ‘mor-
pheme’ is a string of characters which is registered in
the dictionary.

3 CALCULATING THE SCORES OF
SENTENCES

3.1 Scores of Sentences

When the system searches the ways to divide a sen-
tence into morphemes, more than one segmentation
come out most of the time. What we wani is one
(or more) ‘correct’ segmentation and we do not need
any other possibilities. If there are many ways of seg-
menting, we need to select the best one of them. Tor
that purpose the system introduced the ‘scores of sen-
tences’.

3.2 Mutual Information

A mutual information(MT)[1}{2](3] is the information
of the association of several things. When it comes to
NLP, M! is used to see the relationship between two
(or more) certain words.

The expression below shows the definition of the

MI for NLP:

P(wy, wa)

MI jwa) = log—————+-—
(wy;wa) Og}’(wl)]’(“ﬂ)

(1)

w; . aword
P(uy)
P(wr,un)

the probability w; appears in a corpus
the probability wy and w2 comes out
together in a corpus

This expression means that when w, and wy has
a strong association between them, P{wy)P(wq) <
Pwy,wy) ie. MI(wy,wp) > 0. When w; and wy
do not have any special association, P(un)P(wy) ~
P(wy,wy) ie. MI(wy,we) &= 0. And when wy and
wy come out together very rarely, P(wy)P(ws) >
Plwy,we) Le. MI{wy,w) < 0.



3.3 Calculating the Score of a Sentence

Using the words in the given dictionary, it is casy to
make up a ‘sentence’. However, it is hard to con-
sider whether the ‘sentence’ is a correct one or not.
The meaning of ‘correct sentence’ is a sentence which
makes sense. For example, ‘1 am Tom.” can make
sense, however, ‘Green the adzabak arc the a ran
four.” is hardly took as a meaningful sentence. The
score is to show how ‘sentence-like’ the given string of
morphemes is. Segmenting a non-separated language
sentence, we often get a lot of meaningless strings of
morphemes. To pick up seems-like-meaningful strings
from the segmentations, we use ML

Actually what we use in the caleulation is not the
real MI described in section 3.2. The MI expression
in section 3.2 introduced the bigrams. A bigram is a
possibility of having two certain words together in a
corpus, as you see in the expression(1). Instead of the
bigram we use a new method named d-bigram here in
this paper([3].

3.3.1 D-bigram

The idea of bigrams and trigrams are often used in
the studies on NLP. A bigram is the information of
the association between two certain words and a tri-
gram is the information among three. We use a new
idea named d-bigram in this paper[3]. A d-bigram is
the possibility that two words w; and wy come out
together at a distance of d words in a corpus. For
example, if we get ‘he is Tom’ as input sentence, we
have three d-bigram data:

(‘he” is’ 1)
(‘is’ “Tom’ 1)
(‘he’ “Tom’ 2)
(‘he’ ‘18’ 1) means the information of the association
of the two words ‘he’ and ‘is” appear at the distance
of 1 word in the corpus.

3.4 Calculation

The expression to calculate the scores between two
words is[3]:

P(wy, wy, d)

MIi(wy, wy, d) = loy———7= 2
oo & =0 Py )
wq : aword
d :  distance of the two words w; and wy
P{uy) the possibility the word w; appears

in the corpus

the possibility w1 and w2 come out
d words away from each other

in the corpus

P(wy,u2,d)

As the value of M1, gets bigger, the more those
words have the association. And the score of a sen-

tence is calculated with these M Iy data(expression(2)).

The definition of the sentence score is[1]:

n m

MIy(wi, wiga, d
Id(W):ZZ a(wi, wigq, d)

£ d?
1=0 d=1

()

d : distance of the two words

m + distance limit

n : the number of words in the sentence
W @ asentence

w; :  The t-th morphemne in the sentence W

This expression(3) calculates the scores with the
algorithm below:

1) Calenlate M1, of every pair of words included in
the given sentence.

2) Give a certain weight according to the distance d
to all those M 1,.

3) Sum up those 4’{7,(1. The sum is the score of the
sentence,

Church and Hanks said in their paper[1] that the
information between two remote words has less mean-
ing in a sentence when it comnes to the semantic analy-
sis. According to the idea we put d? in the expression
so that nearer pair can be more effective in calculating
the score of the sentence,

4  'THE SysTiM MSS

4.1 Overview

MSS takes a lliragana sentence as its input. [Mirst,
MSS picks up the morphemes found in the given sen-
tence with checking the dictionary. The system reads
the sentence from left to right, cutting out every pos-
sibility. Lach segment of the sentence is looked up in
the dictionary and if it is found in the dictionary the
system recognize the segment as a morpheme. Those
morphemes are replaced by its corresponded Kanji{or
Hiragana, Katakana or mixed) morpheme(s). As it
is told in section 2.4, a liragana morpheme can have
several corresponded Kanji (or other lettered) mor-
phemes. In that case all the segments corresponded
to the found Hiragana morpheme are memorized as
morphemes found i the sentence. All the found mor-
phemes are mumbered by its position in the sentence,

After picking up all the morphemes in the sentence
the systemn tries to put them together and brings them
up back to sentence(table 1).

[nput a Hiragana sentence.
Cut ont the morphemes.

Make up sentences with the morphemes.
Calculate the score of sentences
using the mutual information,
Compare the scores of all the made-up sentences
and gel the best-marked one
as the most ‘sentence-like’ sentence,

Then the system compares those sentences made
up with found morphemes and sees which one is the
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Table 1: MSS example

" b S L =4
0 1 2 3 4
Ht el Z 3
4 5 6 7 8
[l w 2 1= "
8 9 10 1 12
U

(("#h" 03) (""" 12) ("TK" 23)("L"23)
(T 34)("H 45) (TRR 48)("K"6T)
("3 78) (712" 89) ("W 910)
("Bo" 911) ("fi=2" 911) (" " 1112))

4
("% 03)
('a'lsa)
("#" 45) ('!F&l' 48)
failed ('l:'l 8 9)
(‘\"19 10) ('I—)!ou) ('ﬁ—:'lan)
hllled ("~ 11 17) ("R 1112}
lCCE‘p\ed Accelpltxl
U
(('ﬂ\' TR Y "Eo 't')
('ﬂ;' TR T "o "t'))

most ‘sentence-like’. For that purpose this system cal-
culate the score of likelihood of each sentences(section

3.4).

4.2 The Corpus

A corpus is a set of sentences. These sentences are
of target language. For example, when we apply this
system to Japanese morphological analysis we need a
corpus of Japanese sentences which are already seg-
mented.

The corpus prepared for the paper is the trans-
lation of English textbooks for Japanese junior high
school students. The reason why we selected junior
high school textbooks is that the sentences in the text-
books are simple and do not include too many words.
This is a good environment for evaluating this system.

4.3 The Dictionary

The dictionary for MSS is made of two part. One is
the heading words and the other is the morphemes
corresponded to the headings. There may be more
than one morphemes attached to one heading word.
The second part which has morphemes is of type list,
so that it can have several morphemes.

Japanese : ( "wo” (""" Ho"))
heading word morphemes
Chinese . ( » jing" (.. w7 ,,))
N e

heading word morphemes

5 REsuULTS

Implement MSS to all input sentences and get the
score of each segmentation. After getting the list
of segmentations, look for the ‘correct’ segmented-
sentence and see where in the list the right one is.
The data shows the scores the ‘correct’ segmentations
got(table 2).

Table 2: Experiment in Japanese

corpus about 630 Japanese sentences
(with three kinds of letters mixed)

dictionary about 1500 heading words
(includes morphemes
not in the corpus)

input non-segmented Japanese sentences

using Hiragana only
number of
about 100 each

distance limit : 5

input sentence

[ I best score I ~ 2nd best

I ~ 3rd best ]

o 99 % 100 % 100 %
B 100 % 100 % 100 %
vy 100 % 100 % 100 %
1) 95 % 98 % 98 %
€ 80 % 90 % 95 %
o the very sentences in the corpus
B+ replaced one morpheme in the sentence
(the buried morpheme is in the corpus)
¥ : replaced one morpheme in the sentence
(the buried morpheme is not in the corpus)
& . sentences not in the corpus
(the morphemes are all in the corpus)
€ : sentences not in the corpus

(include morphemes not in the corpus)

5.1 Experiment in Japanese

According to the experimental results(table 2), it is
obvions that MSS is very useful. The table 2 shows
that most of the sentences, no matter whether the
sentences are in the corpus or not, are segiented cor-
rectly. We find the right segmentation getting the
best score in the list of possible segmentations. o
is the data when the input sentences are in corpus.
That is, all the ‘correct’ morphemes have association
between each other. That have a strong effect in cal-
culating the scores of sentences. The condition is al-
most same for § and y. Though the sentence has one
word replaced, all other words in the sentence have
relationship between them. The sentences in 7 in-
clude one word which is not in the corpus, but still
the ‘correct’ sentence can get the best score among
the possibilities. We can say that the data o, 8 and
v are very successful.



However, we should remember that not all the sen-
tences in the given corpus would get the best score
through the list. MSS does not check the corpus itself
when it calculate the score. It just use the M1y, the
essential information of the corpus. That is, whether
the input sentence is written in the corpus or not
does not make any effect in calenlating scores directly.
Iowever, since MSS uses M Iy to calculate the scores,
the fact that every two morphemes in the sentence
have connection between them raises the score higher.

When it comes to the sentences which are not in
corpus themselves, the ratio that the ‘correct’ sen-
tence get the best score gets down (see table 2, data
8, €).

The sentences of § and € are not found in the cor-
pus. liven some sentences which are of spokeu lan-
guage and not grammatically correct are included in
the input sentences. It can be said that those § and
€ sentences are ncarer to the real world of Japanese
language. For § sentences we used only morphermes
which are in the corpus. That means that all the mor-
phemes used in the § sentences have their own M1y,
And € sentences have both morphemes in the corpus
and the ones not in the corpus. The morphemes which
are not in the corpus do not have any M {4. Table 2
shows that MSS gets quite good result even though
the input sentences are not in the corpus. MSS do not,
take the necessary information directly from the cor-
pus and it uses the M I, instead. This method makes
the information generalized and this is the reason why
§ and ¢ can get good results too. MI; comes to be
the key to use the effect of the MI between morphemes
indirectly so that we can put the information of the
association between morphemes to practical use. This
is what we expected and MSS works successfully at
this point.

5.2 The Corpus

In this paper we used the translation of Fnglish text-
books for Japanese junior high school students. I'vi-
mary texthooks are kind of a closed world whicl have
limited words in it and the included sentences are
mostly in some fixed styles, in good grammar, The
corpus we used in this paper has about 630 sentences
which have three types of Japanese letters all mixed.
This corpus is too small to take as a model of the real
world, however, for this paper it is big enough. Actu-
ally, the results of this paper shows that this system
works efficiently even though the corpus is small.

The dictionary and the statistical information are
got from the given corpus. So, the experimental re-
sult totally depends on the corpus. That is, selecting
which corpus to take to implement, we can use this
system in many purposes(section 5.5).

5.3 Comparison with the Other
Methods

It is not casy to compare this system with other seg-
menting methods. We compare with the least-bunsetsu
method here in this paper.

The least-bunsetlsu method segment the given sen-
tences into morphemes and find the segmentations
with least bunsetsu. This method makes all the seg-
mentation first and selects the seems-like-best seg-
mentations. This is the same way MSS does. The
difference is that the least-bunselsu method checkes
the number of the bunsetsu instead of calculating the
scores of sentences.

Let us think about implementing a sentence the
morphemnes are not in the dictionary. That means
that the morphemes do not have any statistical in-
formations hetween them. In this situation MSS can
not use statistical informations to get the scores. Of
course MSS caliculate the scores of sentences accord-
ing to the statistical informations between given mor-
phermes. However, all the M I; say that they have no
tion between the morphemes, When there is no
possibility that the two morphemnes appears together
in the corpus, we give a minus score as the M I; value,
so, as the result, with more morphemes the score of
the sentence gets lower. That is, the segmentation
which has less segments in it gets better scores. Now
compare it with the least-bunsetsu method. With us-
ing MSS the least-morpheme segmentations are se-
lected as the good answer. That is the same way
the least-bunsetsu method selects the best one. This
means that MSS and the least-bunsetst method have
the same efliciency when it comes to the sentences
which morphemes are not in the corpus. It is obvious
that when the sentence has morphemes in the corpus
the elliciency of this system gets much higher(table
2).

assoc

Now it is proved that MSS 15, at least, as efli-
cienl. as the least-bunselsu method, no matier what
sentence it takes. We show a data which describes
Lhis(table 3).

Table 3 is a good example of Lhe case when the
mput sentence has few morphemes which are in the
corpus. This data shows that in this situation there is
an oulstanding relation between the number of mor-
phemes and the scores of the segmented sentences,
"This example(table 3) has an ambiguity how to seg-
ment the sentence using the registered morphemes,
and afl the morphemes which causes the ambiguity
are not in the given corpus. 'Those morphemes not
i the corpus do not have any statistical information
between them and we have no way to sclect which is
hetter. So, the scores of sentences are up to the length
of the segmented sentence, that is, the number how
many morphemes the sentence has. The segmented
sentence which has least segments gets the best score,
since MSS gives a minus score for unknown associa-
tion between morphemes. That means thal with more
segments in the sentence the score gets lower. This sit-
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Table 3: MSS and The least-bunsefsu method

input a non-segmented
Japanese Hiragana sentence
not in the corpus
all unknown morphemes in the sentence
are registered in the dictionary
(some morphemes in the corpus
are included)
THo % L) % L) [P T
sumomo mo momo mo momo no uchi
the number of
the morphemes 6 7 8 9 10
the scores of
the sentences -65.0 | -79.6 | -94.3 [ -108,9 [ -123.5
the number of
the segmented 5 20 21 8 1
gentences
the ‘correct’
segmentation ” l * l I | !
MSS (@)
the least-
bunsetsu O
method
morphemes included 20 i/
in the corpus : "no” " mono "
morphemes not included "N i CE
in the corpus " uchi” " sumo ”
" o » g
"sumomo”  "mo”
»n yt ”

» ”»
momo

uation is resemble to the way how the least-bunsetsu
method selects the answer.

5.4 Experiment in Chinese

The theme of this paper is to segment non-separated
language sentences into morphemes. In this paper we
described on segmentation of Japanese non-seginented
sentences only but we are working on Chinese sen-
tences too. This MSS is not for Japanese only. It can
be used for other non-separated languages too. To
implement for other languages, we just need to pre-
pare the corpus for that and make up the dictionary
from it.

Iere is the example of implementing MSS for Chi-
nese language(table 4). The input is a string of char-
acters which shows the pronounciations of a Chinese
sentence. MSS changes it into Chinese character sen-
teces, segmenting the given string.

5.5 Changing the Corpus

To implement this MSS system, we only need a cor-
pus. The dictionary is made {rom the corpus. This

Table 4: Experiment in Chinese

input : nashiyizhangditu.

[ correct answer | oulput sentences | scores |
J M A& —afk P . | 15.04735
A —ik i . | -14.80836
N —ik HiBd . | -14.80836

gives MSS system a lot of usages and posibilities.
Most of the NLI systems need grammalical infor-
mations, and it is very hard to make up a certain
grammatical rule to use in a NLD. The corpus MSS
needs to implement is very easy to get. As it is de-
scribed in the previous section, a corpus is a set of real
sentences. We can use MSS in other languages or in
other purposes just getting a certain corpus for that
and making up a dictionary from the corpus. That is,
MSS is available in many purposes with very simple,
easy preparation.

6 CONCLUSION

This paper shows that this automatic segmenting sys-
tem MSS is quite efficient for scgmentation of non-
separated language sentences. MSS do not use any
grammatical information to divide input sentences.
Instead, MSS uses MI between morphemes included in
the input sentence to select the best segmentation(s)
from all the possibilities. According to the resulis
of the experiments, MSS can segment almost all the
sentences ‘correctly’. This is such a remarkable result.
When it comes to the sentences which are not in the
corpus the ratio of selecting the right segmentation
as the best answer get a little bit lower, however, the
result is considerably good enough.

The result shows that using MI; between mor-
phemes is a very effective method of selecting ‘correct’
sentences, and this means a lot in NLP.
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