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ABSTRACT

Im optical character recognition and contin-
uous speech recognition of a natural language,
it has been diflicult to detect error characters
which are wrongly deleted and inserted. In or-
der to judge three types of the errors, which
are characters wrongly substituted, deleted or
inserted in a Japanese “bunsetsw” and an lin-
glish word, and to correct these errors, this
paper proposes new methods using m-th or-
der Markov chain model for Japancse “kanji-
kana” characters and Inglish alphabets, as-
suming that Markov probability of a correct
chain of syllables or “kanji-kana” characters is
greater than that of erroncous chains.

I'rom the results of the experiments, it is
concluded that the methods is useful for de-
tecting as well as correcting these errors in
Japanese “bunsetsu” and linglish words.

Key words: Markov model, error detection,
error correction, bunsetsu, substitution, dele-
tion, insertion

1 Introduction

In order {o improve the man-machine in-
terface with computers, the development of
input devices suc{l as optical character read-
ers (OCR) or speech recognition devices are
expected. lMowever, it is not easy to input
Japanese sentences i)y these devices, because
they are written by many kinds of charac-
ters, especially thousands-of “kanji” charac-
ters. The sentences input through an OCR
or a speech recognition device usually contain
erroncous character strings.

The techniques of natural language process-
ing are expected to find and correct these er-
rors. Ilowever, since current technologies of
natural language analysis have been developed
for correct sentences, they cannot directly be
applied to these problems. Up to now, statis-
tical approaches have been made to this prob-
lem.

Markov models are considered to be one
of machine learning models, similar to neural
networks and fuzzy models. They have been
applied to character chains of natural lan-
guages (c.g., Bnglish)[1],[2], and to phoneme
chains in continuous speech vecognition[3),[4].
2nd-order Markov model in “%unsetsu’ 18
known to be useful Lo correct errors in “kanji-
kana” “bunsetsu” [6],t0 choose a correct sylla-
ble chain from Japanese syllable “bunsetsu”
candidates [7], and to rednce the ambigui-
ties in translation processing of non-segmented
“kana” sentences into “kanji-kana” sentences
[8].

The erroncous characters can be classified
into three types. The first is wrongly recog-
nized characters instead of correct characters.
The second and the third are wrongly inserted
and deleted (skipped) characters respectively.
Markov chain models above mentioned were
restricted to find and correet the first type of
errors[5],[6]. No method has been proposed for
correcting errors of the second and the third
types. 'The reason might be considered to be
the difficuliies of finding the error location and
distinguishing between deletion and insertion
Crrors.

On the other hand, contextual algorithm
ntilizing n-gram letler statistics (c.g.[9]) and
a dictionary look-up algorithm[10] have been
discussed to detect and correct erroncous char-

_acters in Iinglish sentences, which is seg-

mented into words.

This paper proposes new methods, which
are able to be applied to a non-segmented
chains of characters, to judge three types of
the errors, which are characlers wrongly sub-
stituted, deleted and inserted in a Japanese
"bunsetsu”, and (o correel these errors in
Japanese “kanji-kana” chains using m-th or-
der Markov chain model. The methods are
based on the idea about the relation between
the types of crrors and the length of a chain
in which the valnes of Markov joint probability
remain small. urthermore, this method is ap-
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plied to detect and correct errors in segmented
Fnglish words.

Experiments were conducted for the case of
9nd-order and 3rd-order Markov model, and
they were applied to Japanese and Iinglish
newspaper articles. “Relevance Factor” P and
“Recall Factor” R for erroneous characters de-
tected and corrected by this method were ex-
perimentally evaluated using statistical data
for 70 issues of a daily Japanese newspaper
and 5 issues of a daily English newspaper.

2 Basic Definitions and the
Method of Error Detection
and Error Correction using
2nd-Order Markov Model

2.1 Basic Definitions

In this paper, two types of natural lan-
guage’s sentences are discussed. One is a
Japanese sentence, which is non-segmented
sentence and the other is an English sentence,
which is segmented into words.

A Japanese sentence can be separated into
syntactic units called “bunsetsu”, where a
“bunsetsu” is composed of one “independent
word” and a sequence of n (greater than equal
to 0) “dependent words”.

A “bunsetsu” is a chain of Japanese “kanji-
kana” characters or an English word is a chain
of alphabets, and are represented by v =
5189 8y, where 5; is a “kanji-kana” character
or an alphabet. Tn particular, a chain, v , is
called a “J-bunsetsu” when all of its elements
are “kanji-kana” characters, and is called a “[i-
word” when all of its elements are English al-
phabets. The set of corrget Japanese “bun-
setsu” or English words is represented by T'e.

Three types of erroncous “J-bunsctsu” or
“E-word” are delined as follows:

First, a chain « = &85 - 818;-+- 8, 18
called a “(z,k)-Erroncous J-bunsetsu or Ii-
word Wrongly Substituted ” ( (4, k)—ITWS)
if a subchain f = {3ty 1) is wrongly sub-
stituted at the location 7 of «, that 1s 3y €
Te, v = a9g.  ilere o||f denotes
substitution of a subchain f at the loca-
tion i in a chain « , that is, o] =
8§18 8 qtlyty - UgS8Gn S, and 1) e«
iy ey by e Siggeets

Next, a chain o = 4§16y 8;215; -5, 1S
called a “(4,k)-Erroneous J-bunsetsn or B-
word Wrongly Deleted” ( (7,k)—EWD) if a
subchain @ = t;ty -t is wrongly deleted at
the location ¢ of «, that is dy € I'¢, ~ =
o < B. Here o) < g denotes insertion of a
subchain 4 at the location ¢ in a chain «, that

is, o) K B = G160 sy i8S

Finally, a chain o = &) -+ 8,216 -+ - 83401
Stk S is also called “(4, k)-Erroncous J-
bunsetsu or I-word Wrongly Inserted” (
(i, k)—=EWI) if a subchain 8 = t;t5---1; is
wrongly inserted al the location ¢ of «, that
is 3y € Ty, v =aD > f Here o) > g
denotes deletion of a subchain f at the loca-
tion 7 in a chain « , that is, o > g
S189 8180k S, and ty = &, 1y,
5;+1-—1~

The set of (4,k)-EWS) (7,k)-EWD and
(1, k)-EWT are represented by I‘g.”'), 1‘%") and

T

Tl

") respectively, In thi , all input

spectively, In this paper, all inputs
unsetsu” or all inputs words to computers
are assumed to belong to one of I'g I‘g{”‘), F([};)
and 1‘(,k).

Next, the meaning of detecting and cor-
recting crrors are defined in the following.
The words, “error detection problem”, means
the problem how to detect the location ¢ of
error in ¢, and “error correction problem”
means the problem how to replace an erro-
neous “J-bunsetsu” or an “I'-word” « by a cor-
rect “bunsetsu” or an English word v, where
o € Fg"), o € ]“(,5'), or o« € F(Ik), and v € I'g.

“Relevance I'actor” P and “Recall Fac-
tor” R for the “crror detection problem” is
defined as follows: ]

g'.l : P = (‘the number of “J-bunsetsu” or
‘F-word” thatl the location ¢ and length & of
error in I‘F(f), I“(,};) or l.‘(fk) is correctly detected
)/ ((the total number of “J-bunsetsu” or “Ii-
word” detected as erroneous “J-bunsetsu” or
“F-word”).

(2): R = ( the number of “J-bunsetsu”
or “Ii~word” that the location 7 and length £ of
error in I.‘,(f), I‘%") or I‘gk) is correctly detected
) / ( the number of all “J-bunsetsu” or “Ii-
word” in the sct ]‘Ff), 1‘%") or 1“3“
advance ).

«

prepared in

“Relevance factor” PO and “Recall factor”
R for the “error correction problem” is also
similarly defined. Here P,(D) denotes the “Rel-
evance Factor” for the “crror detection prob-
lem” of I‘Sk) , and R(DC) denotes the “Recall
Factor” for the “error correction problem” of
I‘%") respectively.

2.2 The Method of Error Detection using
2nd-Order Markov Model

We introduce the lollowing assumption ac-
cording to the experiences.

Assumption  Fach Markov probability for
erroneous chains ol “kanji-kana” characters or
Iinglish alphabets is small compared to that



of correct chains.

X
According to this assumption, the procedure
of detecting the location 7 and the length £ of
error chains are defined as follows:

Procedure I ( Method of detecting the lo-
cation and the length of chain wrongly sub-

stituted in Fgf) and substituted or inserted in
N

Iind the subchain of length & which satisly
the following conditions. This chain is judged
to be wrongly inserted at the location i.

(1) P(Xn | Xpom - Xps) > 1 for b= i — |

or b =14+ k - m and
(2) P(X; | Xjom - Xjo1) < T for Vj sach
that i < j <+ h+m—1,

where P(X; | Xjom - Xjo1) is m-th order
Markov chain probability which denotes prob-
ability of occurrence of successive character X;
when string X;_,,

-+ X;-1 has ocenrred, and X, denotes a space
symbol if ¥ < 0. And T denotes a critical
value of m-ith order Markov probability used
for detecting errors. "

This procedure detects that & characters arce
wrongly substituted or inserted at the location
i, if m-th order Markov probability for chain
remain smaller value than critical value 7" just
(k+m) times from the location i to ¢-+k+m—1.

For an example, the change of the value of
2nd-order Markov probability for each charac-
ter of the erroncous chain '} or I is ol

er of the erroneous chain I'y” or ') 1s shown
in Pig. 1. In this example, two characters are
wrongly substituted or inserted. According
to the previous assnmption, 2nd-order Markov
prabability for erroncons chain remain smaller
value than critical value 7" just four times.

St S2 S Sa Sr S

Ss Se Sa
ONONC) S ONONG,

TP (SssiS2) > T

L X P(SHSaSn)<T
LX) P(5Ssy<T
&: Enoncous character L X__ 1 P(Sg$Ss)<T

X : Location of characler which has the X (SIS <
value of Murkov probability swaller than ' e

T Chitical value of Markov probability P (Sa]5657) >

Fig.1. Change of the value of 2nd-order Markov probubilitics
for cach character of the erroncous string including
wrongly substituled or inserted characters

( Method of detecting the lo-
cation of chain wrongly deleted in ].‘Sﬁ) )
Find the subchain of length & which satisly
the following conditions. "This chain is judged
Lo be wrongly deleted at the location «.

(D) PXo | X Xpeq) > T for h=1~1
or h =144k -+ m and

(2) P(X; | Xjom- - Xj—1) < T, for ¥y such
that 2 < g <aidm—1,

Procedure 2

where 1" denotes a eritical value of m~th order
Markov probability nsed [or detecling errors,
¥

Il m-th order Markov probabilities for chain
remain smaller than the critical value 1" just
m times rom the location ¢ to ¢ 4 m — 1,
it is judged that some characters are wrongly
defeted at the location i However note that
length £ of characters wrongly deleted at the
location ¢, can nol be determined by this pro-
cedure, the length & is determined by the pro-
cedure 4 shown in Sec. 2.3,

Table 1 shows that the relation of times that
Markov probabilities remain smaller than 7' in
the cases of Ist- and 2nd-order Markov mod-
els. rroneouns chainsg can be classified into the
following two cases: one is a case of the charac-
ters wrongly substituted or inserted, the other
is a class of the characters wrongly deleted.

Table 1' The number of times that Markov
probability of the erroncous chains remain a
smaller than ‘I’

type | 1st-order Markov | 2nd-order Markov
W dwotimes | three times
T three times | four times |
L (k) times | (A42) limes
PO onetimes | wo limes
T one times Cwo times
PO onetimes | two limes
O Awo times | three times
PPV three times | four times
P (br) times | (k42) times

In case to detect errors in l‘(IQ)
Markov model, it is able to presumed that a subchain
B of length 2 is wrongly inserted at the location 2
of erroncous chain o, il 2nd-order Markov probabil-
ity for erroncous chain o remain smaller than 7" just

using 2nd-order

four times from location 1.
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However, this method can not distinguish
the erroneous characters wrongly substituted,
from the characters wrongly inserted in the
former case, and can not determine the length

k for the type of Fg), because the Markov

probability of any erroneous chains in F(é”')

remains small value just the same times for
length k. These problems can be solved by
the procedure 3 and 4 shown in Sec.2.3.

In this paper, the effect to detect errors for
cases of length & = 1,2 is evaluated.

2.3 The Method of Error Correction us-
ing 2nd-Order Markov Model

The procedure of replacing erroneous chains
by correct chains using Markov model is pre-
sented as follows:

Procedure 3 ( Method of correcting the
chains in I‘(Sk) or I‘(Ik) )

“bunsetsu”
or words o = §189 -+ 8§;_18; " Siyh-15i1k OF &
= §189 - 8;-18 " Si4r—15itk ' * S denotes a
“ (4, k)-EWS” and a “(i,k)-EWI” and a sub-
chain g = t4, - - - 1} is assumed to be wrongly
substituted or inserted at the location 7 of «
respectively. Then the erronecous chain o can
be replaced by the following correct chain v in
T'¢ if condition (1) is satistied.
'y=a/(')|| B =888 10ty 1185 S, and
ly — &, Sy or y=a) >
§189 8185k Smy and 1 = &, 1,
Sitk—1
(1) P(X; | Xjem--+Xj1) > T for Vj such

that i+ k< j<i+hk+m~—1.

By comparing Markov probability for correct
chains in two cases above, choose a correct
chain which has the great Markov probability.
1

Procedure 4

il

( Method of correcting the er-

roneous chains in rﬁ’;‘) )

A chain o = §165--+5.8;--- s}, denotes a
“(i, k)-EWD” and a subchain {7 ={yly 1y s
assumed to be wrongly deleted at the location
¢ of @. Then the erroneous chain « can he
replaced by the following correct chain v in
I'¢ if condition (1) is satisfied.

Y=o < p

= G168 ytly kS S

(1) P(X; | Xjom - X;-1) > T, for ¥y such
that i+ k<j<i+k+m-—1 I

An example of correcting the erroncous
chain, two characters of which are wrongly
substituted ( I‘E?) ), is shown in Pig. 2. If
Markov probabﬁities do not remain smaller

than critical value 7', then it is judged that
these erroneous chains have been corrected.

S Sa Sa Ss Se Sy So
O @ @ O O O
(1) Correction of
inscrtion crrors
Sa

Sy
P(Xe|X2Xa) > T
L J PXr|XaXe)> T

O

S Sz 83 Se

(2) Correction of

substitution crrors

T:Critical value of
Markov probabilily

Set

Se2  Sg Sz Sg

C HORONG®

P(Xe1]X2Xa) > T
_1 P(Xez[XaXer) > T
P(Xs{Xe1Xe2) > T
‘L L}
P(X7|Xe2Xa} > T
Choose the candidate of "bunsetsu",which has a
great Markov probability in two cases

00 O

S|

[S—

Fig.2 Procedure for correcting an erroneous
string using error detection

3 Experimental Results

3.1 Experimental Conditions

I. The number of “bunsetsu” for 70 issues
of a daily Japancse newspaper: 283,963
“bunsetsu”

2. The mumber of words for 5 issues of a daily
Fnglish newspaper: 155,459 words
3. Type of errors and the number of “bun-
setsu”:
800 “bunsetsu” arc prepared for each of
(1) p(2) () (@) t (2
],‘5- y 1.‘5 y Fg) y 1‘]) y l‘g ) y Z!.Il(l ]‘S ) .
(a) The average length of “bunsetsu”
composed of “kanji-kana” character
chains: 6 characters

(b) The average length of alphabets
composed of correct Iinglish words

chains : 7 characters

4. Markov model of Japanese “kanji-kana”
characters : 2nd-order Markov Model

5. Markov models of English alphabets:
2nd- and 3rd-order Markov models



3.2 Experimental Results and Discussion

The accuracy of error detection and error
correction depends on the critical value 7' of
Markov probabilities. “Relevance Factor” P
and “Recall Factor” R for each method were
obtained by changing the value of I

[1] The Relation between P and It of Detect-
ing Frroneous Chain Using Deteclion Proce-
dure

The relation between F? and R for the loca-
tion of erroneous “kanji-kana” chains detected
in FF;), I‘fg”, ]‘S;), ]f‘g), 1‘(,1), and [‘(Iz) using
Procedure 1 and 2, are shown in Fig. 3, and
those for erronecous alphabets chains are shown
in Fig. 4.

From these figures, the following results are
obtained :
1. The maximum value of P and R of delcct-
ing crroneous characters wrongly inserted or
substituted, is greater than that of crroncous
characters wrongly deleted.

(a) In the case of “J-bunsetsu”

PP = 912 99%,  RYY = 97— 9%

D) 100%, R = 57— 58%

PP = 88— 94%, R = 88 - 93%
(b) In the case of “Y-word”:

PP = 38— 49%, RY) = 38— 39%

P = 94— 05%, R = 16— 19%

42 - 58%, R = 39— 12%
2. Compared with these maximal values, it
is shown that the maximum value of prod-
uct of P and R for “kanji-kana” “bunsctsu” is
35% - 60% greater than that of ¥nglish words.

[2] The Relation between I” and 12 of Chains
Corrected Using Correction Procedure

The relation between P and 12 of “J-
bunsetsu” corrected using Procedure 3 and

(1) (- s )
4 for 190,19, 19, 15, 15,
ng) of “J-bunsetsu” are shown in Iig. 5.

From this figure, the following results arc
obtained :

The maximum value of P and I of correct-
ing erroneous characters wrongly inserted or
substituted, unsing 2nd-order Markov model,
is greater than that ol erronecous characters
wrongly deleted.

PO = 92— 08y, 1O = 91— 91%
PYY = 19— 86%, RY = 46— 49%
PO = 69—v4%, RO = 62— 88%

0
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[3] The Combinatorial Effect to Correct
Erroneous English Words Using the Spell
Checker and the Correction Procedure by
Markov Model

The experimental results of detecting er-
rors in English words using Ispell ( Interactive
Spell checker ) is shown in Table 2. From the
results, it is seen that Ispell can almost per-
fectly detect erroneous words in 'y, I'p aml ¢
using dictionary, but it cannot perfectly cor-
rect erroneous words, because it can output
the correct candidates for erroneous words in
I‘Sl), I‘%), I‘Sl), but can not output the correct
candidates for erroneous words in F(IZ), 1‘&;”,
l‘g)‘ It is necessary to detect the location of er-
roneous alphabets in words to detect all these
errors. However, it should be noted that Is-
pell can not detect the location of erronecous
alphabets in words.

In order to detect and correct erroneous “Ii-
word” more effectively, the method to combine
Ispell and the procedure ( in scc. 2.3 ) using
Markov model is expected. The combinato-
rial method is denoted in the following way:
(1) At first, erroneous “E-words” are detected
by Ispell, but the locations of erroneous alpha-
bets in words can not be detected by it. (2)
Next decide the correct candidates words by
procedure 3 and 4. (3) Finally, Ispell again
checks if these candidates are correct words.
The experimental results using this method is
shown in Pig. 6( 2nd-order) and in Fig. 7(
3rd-order ). From the results, it is seen that
this combinatorial method of Ispell and the
procedure by 3rd-order Markov model to very
useful to detect and correct all errors in En-
glish words.

It takes about 10 milli-seconds and 6 sec-
onds in average to detect and to correct er-
roneous “bunsetsu” . Examples of “bun-
setsu” and the output results of error detee-
tion and error correction using Markov model,
are shown in Fig. 8.

Table 2 The capability of errar detection using Ispell

Able 1o deteet Unablc to detect
With correct candiduie | Without correct candidle
r, ThH. 0% 17, 5% 6. 5%
r® 0% 79, 5% 20, 5%
rW B2, 0% 18. 0% 0%
rw 0% 100, 0% 0%
rd 80, 5% 18, 5% 1, 0%
ro 1. 0% 96. 0% 0%

v —— v : v v v :
100~ -
] 9 -
-“: R Laad A A A s aaa
o L SN
© R I
é’ oL Ag " ..;;~
"1‘)’ " ua v 0o ®
2 f- o Dlzsgﬂuuuun»
% a Duuun "8
) L. o .« ° in -
gl %0r*a [N 0—0: I's
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‘t(; " 05 o—e rl’, |
(U]
0% . o-0:
- . m B
o, w—w [
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. . R L L N 1
0 10 20
Rank)

Fig.6. Exprimental resull for correcting erroncous English words
using Ispell and error correction procedure in case of
2rd-order Markov model
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Fig.7. Exprimental result for correcting erroneous English words
using Ispell and error correction procedure in case of
3rd-order Markov model

[litmncous input “bunsetsu” 3 b AT AN

- Outpul resull (crror position) of error detection: founth character
« Output resull (correct bunsetsu) of error correction s 3 bt 7 )

i
(1) Casc of an crroncous syllable "bunsclsu” for I‘x( !

[ Lroncous input "bunsetsu” : JLI8R %

» Qutput result {error position) of error detection @ first character

+ Output resull {correct bunsetsu) of error correclion : JE3AS%

~ [ o " m
(b) Case of an crroncous "kanji-kana™ "bunscisu” for ['v

Fig.8. Examples of cironcous “"bunsctsu” and the results
ol crror detection and crror correction



4 Conclusion

This paper proposed the methods to judge
three type of errors and correct these crrors,
which are characters wrongly substituted, in-
serted and deleted in the Japanese “kanji-
kana” chains and Inglish words using m-th
order Markov model.

The effects of the methods were experimen-
tally evaluated for the case of 2nd- and 3rd-
order Markov chain. From the experimental
results, the following conclusions have been
obtained:

1. The maximum value of I? and R of detect-
ing erroncous characters wrongly inserted
or substituted, is greater than that of cr-
roncous characters wrongly deleted.

2. This method is specially useful to detect
and correct erroncous characters wrongly
inserted and substituted in “kanji-kana”
“bunsetsu”, but is not so useful te detect
and correct errors in Iinglish words.

3. The combinatorial method of Ispell and
the procedure by 3rd-order Markov modet
is uscfull to detect and correct all errors
in Inglish words.

However they are not so nseful for detecting
and correcting of characters wrongly deleted in
“kanji-kana” “bunsetsu”. Then, more efficient
methods are expected for this type of errors.
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