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ABSTRACT

In this paper, we describe the acquisition and orga-
nization of knowledge sources for machine translation
(MTY) systems. It has been pointed out by many users
that one of the most annoying things about M'T' sys-
tems is the repeated occurrence of identical errors in
word sense and attachment disambiguation. We show
the limitations of a conventional user-dictionary method
and explain how our approach solves the problem,

1. Introduction

In the last decade, more and more commercial ma-
chine translation (M'T) systems have become available
for a wide variety of language pairs. Au M'T system is a
very handy tool, but one quickly finds out that it makes
the same errors over and over again even if a user dictio-
nary is carefully maintained. There are several reasons

for such repeated errors.

1. Commercial MT' systems are not built in accor-
dance with a powerful lexical semantic formalism,
The user dictionary alone cannot disambiguate

word senses and phrasal attachments satisfactorily.

2. MT systems cannot handle the domain and context
dependency of word sense, phrasal attachment, and
word selection.

3. In a shared environment, vach user has a differ-
ent user dictionary, and must therefore redundantly

correct the same errors as all the other users.

A powerful lexical semantic approach B could give maore
accurate translation, but it might be too much to ask
users to develop their dictionaries within that formal-
ism. The simple structure of a user dictionary also re-
stricts the learning ability of MT systems during the
post-editing process. The second of the above reasons
has motivated recent example-based and case-based ma-
chine translation research [ 6 1%, However, a method
for finding the best-matching cases in w case base, where
cases (or examples) are collected from different, domains
or contexts, has not been studied well. Nor is it known
whether considering the frequency of cases gives a bet-
ter result. The third reason is rarely discussed, but it

is not desirable simply to share a single user dictionary,

since the dictionary may become inconsistent by reflect-
ing multiple users’ updates. McRoy ¥ discussed word
sense disambiguation using multiple knowledge sources,
but her method is still dictionary-based.

Some of the commercial systems for human-aided
translation, such as the Translation Manager/22) can
provide the user with more (lexible access to multiple
dictionaries and the translation memory (a repository
of pairs of source and target sentences). ‘This organiza-
tion of knowledge could be quite useful for selecting cor-
rect translations of words; but the types of knowledge
available from the dictionaries and translation memo-
ries are rather limited, and are certainly not enough for
resolving structural ambiguities in sentences.

In this paper, we propose Portable Knowledge Sources
A PKS cousists of

preference information on word sense; phrasal attach-

(PKSs) for machine translation.

ment, and word selection for translation. It is acquired
through user interaction in the post-editing process, and
is stored with the document being translated. When
translating a document by using an MT' system, a user
can specify alist of already-translated documents, and
the system will make use of the PKSs included in the
specilied documents. We show how such a collection
of PKSs is organized, used for translation, and inte-
grated into a user dictionary, and how the problem

stated above can be solved by using PKSs.

2. Tortable Knowledge Sources

A Portable Knowledge Sonree (PKS) consists of pref-
crence information on three kinds of ambiguity:

1. Word sense

2. Phrasal attachement

3. Word selection

The preference information is acquired from the user
through post-editing or interactive translation 4 11 and
is paired with the document that the user is working on.
That is, a PKS is stored and managed together with the
document for which it is created.

Let PK1, PK2) and PK3 be PKSs for the respective
types of ambiguity mentioned above. The following is

1
an example of word sense ambiguity:

Delete the Lne.



The word “line” could be (1) a single row of letters, (2)
a geometric mark, (3) a hardware wire, and so on, for
each of which a different translation is usually required
in a target language. When the user specifies that a
particular occurrence of the word “line” in a document
D means a single row, the PKS

(PX1 ("line" (cat n)) (sense 1))

is created, and is stored with D.
An example of phrasal attachment ambiguity is as fol-
lows:

Order the publication through the IBM branch
serving your locality.

The present participle phrase can be either attached to
the main verb “order,” or to the noun “branch.” I
the user specifies that it modifies the noun as a post-
nominal adjective phrase (ADJP), the PKS

(PK2 ("serve" (cat v) (form prsprt))
ADJP (“"branch" (cat n)))

is created.! The preference of prepositional phrase at-
tachment is also represented by PK2,

Finally, an example of word selection ambiguity is (1)
“RXEY— - F v 7 and (2) “FURFEF for the com-
pound noun “memory chip”, where the first translation
can often be found in PC documents, while the second
one, which has the same meaning, is typically used in
textbooks. When the user specifies that the second one

should be used, the PKS

(PK3 (“"memory chip" (cat n))
CHEREET (cat n)))

is created. If word sense is to be included in the defini-
tion of word selection, such that the word W1 is used
in sense S and should be translated by the word W2, it
is separately represented by (PK1 W1 S) and (PK3 W1
Ww2).

Bach PKS collected through user interaction has an
age, based on the time and date of its creation. The
younger the PKS, the stronger its preferability in one
document, since it could have been used to overrule the
preceding PKSs. Note that the age of a PKS is valid
only among other PKSs in the same set. Two sets of
PKSs are not comparable if they are paired with differ-
ent documents.

3. Organizing Portable
Sources

Knowledge

Once the user has translated several documents, the
sets of PKSs paired with them begin helping the M'T
system to resolve the three kinds of ambiguity described

' The representation of the PKS can vary depending on the MT
system that uses the PKS. For example, the modifier and modifiee
phrases can be represented by syntactic structures; word senses
and semantic case relations can he associated; and so on.
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Fignre 1: Dictionary-based and PKS-based MT Sys-
tems

in the previous section. When a new document is to be
translated, the user either specifies a list of previously
translated documents as a source of available PKSs, or
lets the MT system automatically choose them. Such a
list of documents is called a document list.

Figure 1 compares a PKS-based MT system with that
of a conventional dictionary-based MT system.

Bven though alogical document may not be identified
with a physical file, it is the easicst and most practical
way to organize the hierarchy of documents. Tn prac-
tice, when translating technical documents, it is usual to
translate the glossary first, agree on the translations of
technical terms, and then work on individual chapters.

This gives us a natural ordering of documents,
glossary — chapter 1 — chapter 2 ...

which is also used as an ordering of PKSs to be incor-
porated for machine translation. One way of automat-
ically choosing the document X for translating a new
document Y is to calculate the overlap of words con-
tained in both X and Y, and to find the X with the
largest overlap. This idea is similar to the context iden-

(3]

tification method '3 which is used effectively for word

sense disambiguation.



One important characteristic of this PKS organiza-
tion is that it can be dynamically rearranged. We can
invalidate some PXSs by simply removing a document
from the document list, or validate a new set of PKSs by
adding its paired document to thelist. This ts extremely
useful for domain-sensitive and context-sensitive trans-
lation, since a close look at documents in a seemingly
similar domain will show that there are too many con-
flicting word senses and word selections to build a single
consistent domain dictionary.? In the worst case, the
user has to keep on asking the system to prefer one of
several word senses as many times as a new document
arrives to be translated.

Another important observation is that the system can
calculate the quality of preference information as fol-
lows:

1. Given a document list, find all the PKSs in the
document list, and create a PKS graph, which is a
directed graph, for each type of PKS (sce Figure 2):

o If the PKS is of type (PK1 word; sense;),
create a node Nw; for word;, a node Ns;
for sense;, and a directed arc aj; (labeled

“sense”) from Nw; to Ns;.

o If the PKS is of type (PK2 word; role word;)
create a node Nr; for word;, o node Ni; for
wordj, and a directed are q;; (labeled with a
syntactic role) from Nr; to N1

e If the PKS is of type (PK3 word; trans;)
create a node Ng; for word;, a node Nt
for transj, and a directed are «¢;; (labeled
“trans”) from Ns; to Ni;.

2, Count the number Cl of conflicting ares for the
PK1 and PK3 graphs, That is, find the number of
arcs leaving the same node but going to different
nodes.

3. Count the number C2 of conflicting paths® for each
pair of nodes nl and n2, connected by an arc al in
the PK2 graph, such that for some node n3, there
are two ares a2 from nl to n3d, and a3 from u3 to n?2,

where a2 and a3 have the same label (see Figure 3).

Intuitively, Cl shows a numher of ambiguous word
senses and word selections, and C2 shows possible
attachment ambiguities in the given document list.?

?Recall the word senses of the word “line” in Section 2. All
of them appear in the computer domain, notably in the areay of
text editors, graphics, and hardware manuals, respectively, Our
upproach allows the user to adjust the sense dynamically for each
type of manual,

3A path is a sequence of directed arcs. Conflicting paths are
two or more distinct sequences of paths hetween a given pair of
nodes.

1Suppose that nlis » prepositional phrase, u2 is a verl phrase,
and n3 is another prepositional phrase. Then, we have an anhi-
guity in the nl attachment. Multiple outgoing arcs from a node
in the PK2 graph do not necessarily imply ambiguities,

PK1
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Figure 2: PKS graphs
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Figure 3: Conflicting paths in a PKS graph

Therefore, a document list with large Cl and/or C2
generally should be divided into smaller lists for consis-
tent translation. In an ideal situation, Cl and C2 both
should be 0. Gale et al, 'l and Nasukawa [ suggest that
there is a strong tendency for C1 to be very small in a
reasonable span of text.

It is easily shown that for any two document lists
Ll and L2 (L1 N L2 = ¢), the numbers of conflicting
arcs and paths, Cyy, Cyg, Cay, and Cag, respectively,
That is, the numbers C1 and C2 of
conflicting ares and paths of the combined document
list L (= L1 U L2) satisly Cl > €y + Cyy and C2 >
(o1 + Coa.

are momnotonie,

4.  Disambiguation Method

The basis of disambiguation of the three types of am-
bignity discussed in Section 2 s to prefer the last PKS
in the document list that matches the ambiguity, and to
interpret the PKS as a rule for selecting a word sense,
phrasal attachment, or word translation.

If there is no matching PKS, either the ambiguity is
properly handled by the system, which results in no user
correction in the documents; or it is new to the system.
Tn the former case; the user will probably be satisfied
with the translation by the system. In the latter case,
the translation may have to be corrected by the user,
but the interaction will be recorded as a new PKS and
used for Tuture (lismnl)igunt‘ion.

‘T'he matching algorithm for PK1 and PK3 rules is a
simple exact matching of words and lexical features. If
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two or more PKS rules match the ambiguous word, the
ages of the rules and the ordering of documents in the
document list uniquely determine the most preferable
PKS. The PK2 rules, however, can be used with a more
flexible matching algorithm [ 2] since the coverage of
PK2 rules would be very limited if two phrases (the
modifier and modifiee phrases) had to match the rule
exactly.

Once the document list has been given, the PX1 and
PK3 rules can be polynomially converted into a simple
lookup table, where the key is an ambiguous word, and
only the most preferable rules are stored or retrieved.’
PK2 rules can be organized similarly as a ternary lookup
table.

It should be noted that sentences in a document list
can be utilized as an example base ] since the docu-
ments in the document list has already been transiated,
and the translation of the source sentence is readily
available. Indeed, the conventional matching algorithm
for a flat example base has to be extended into a hierar-
chical one, where the latest translation has the highest
priority, and PKSs must be equally taken into consid-
eration.

5. Knowledge Source Compilation

When a set of documents in one domain grows con-
siderably, or when the MT system is to be transported
to a different environment, it is convenient to be ahle
to compile PXSs into a single, partable user dictionary.
The compilation is similar to the creation of lookup ta-
bles, described in the previous section. The numbers of
conflicting arcs and paths should be carefully examined
to see whether a given document list yields a consistent
user dictionary. The user can rearrange the ordering of
documents, and choose the most preferable among con-
flicting PKS rules to make the optimal user dictionary
for the domain.

The rearrangement of documents in the document
list does not change the resulting PKS graphs. It just
changes the preferences among the conllicting ares or
paths. Therefore, the optimal construction of a user dic-
tionary does not have to consider an exponential num-
ber of possible document orderings, but only a polyno-
mial number of the following pairwise constraints:

o If there are conflicting arcs «y, ag, ..., ¢; in the
PX1 (or PK3) graph, and the most preferable arc
is a;, the document d; having the PK1 (or PK3)
rule for a; must be preceded by each document d;
having the arc ¢; (j = 1,...,k. §#1).

o If there are conflicting paths py, po, ..., pi in the
PK2 graph, and the most preferable path is p;, the

5 Alternatively, all the conflicting PKS rules can be stored to
give the user as many candidates as possible.

document d; having the PK2 rule for the first arc
in p; must be preceded by each document d; having
the PK2 rule for the first arc in p; (5 = 1,..., k.
i),

It is polynomially decidable whether there is an or-
dering of documents that satisfies all of the above con-
straints. An ordering of documents exists ifl the con-
straints are not cyclic (that is, iff there is a document D
that must precede itsell), Fven if there is no linear or-
dering of such documents, the user dictionary can still
be created from the user-selected arcs and paths. In
this case, however, there is no natural correspondence
between the user dictionary and a document list, Such a
correspondence is indispensable if the user wishes to up-
date the user dictionary when a new document is added
at an arbitrary position in a document list. If the user
dictionary is equivalently reducible to a document list,
recompilation of the decument list into the user dictio-
nary is straightforward. When no such equivalent list
exists, a document may only be added to the tail of the

list, thus overruling all the conflicting PXSs.

6. Alternative Views of Knowledge
Organization

In Section 3, we took a simplified view of the PKS or-
ganization, which we may call an “optimistic organiza-
tion.” Tt was implicitly assumed that only the elements
in PKSs can conflict with each other. However, the sys-
tem’s defanlt choice of word senses, may have satisfied
a user, but may conflict with a PKS newly added to the
document list. Thus; PXSs need to be more carefully
organized if the user thinks that the translation by the
system is adequate without the PKSs, This view may
be called a “pessimistic organization” of PKSs. The op-
timistic organization is easier to implement, while the
pessimistic organization can provide users with more
consistent translation,

In the pessimistic organization, the conflicting kuowl-
edge has to be defined in terms of PKSs and the choices
of word sense, phrasal attachment, and word trans-
lation by the system. 'lechnically, it means that for
every PKS in the document list, we have to examine
if each rule in the PKS to determine whether it con-
flicts with a preceding PKS rule or a choice by the
system, This is often very time-consuming. One way
to deal with this pessimistic view is to keep track of
the document list with which a new document is trans-
lated. I can easily be shown that time-consuming
checking of PKS conflicts can be avoided by employ-
ing a monotonously growing sequence of document lists,
{dih{di,da}y o {diydy, .., dy} such that each doen-
ment d; in the list has been translated by using the
PKSs in the document list {dy, do, ..., di~1}.



7. Conclusions

In this paper, we have proposed a new machine trans-
lation mechanism based on portable knowledge sources.
Tt provides M'T' systems with an efficient way of acquir-
ing and utilizing the vital information from the user
in order to gradually achieve correct translation in a
multi-domain, multi-user environment. Since the docu-
ment list (or a list of previously translated documents)
is usually read-only, it is not only a convenient unit for
storing domain-oriented disambiguation knowledge, but
also an ideal resource for machine translation that can
be shared by many users.

We have started organizing our knowledge sources
into a document list. The current documents con-
sist of four IBM AS/400 computer manuals with about
22,000 sentences and a CA1) manual with about 10,000
sentences. Currently only about 1,200 sentences have
been translated by using our prototype MT system
Shalt2(1] and corrected hy the user for knowledge ac-
quisition. The PKS rules are therefore few and not
ready for quantitative analysis. Some interesting oc-
currences of words, however, have already been found.
In one of the above manuals, for example, the noun
“part” was used in two different word senses: as a hard-
ware component and as an abstract portion of a whole.
The first usage of this noun, however, seemed more re-
stricted: it was always modified by a proper noun. In
one manual, the word “line” was clearly and consis-
tently used to mean a specific row on the screen, while
in another it was always used to mean a geometric com-
ponent.

The interaction of PKS rules has not been discussed
in this paper, although it is a very interesting topic.
Suppose that PK2 rules can also include the word senses
for each word. It is not clear whether the word senses
in the rules should be considered as conditional (valid
only if the pair of modifier and modifice is present) or
absolute (no matier what the modifier and modifice are),
Ouly the latter case is handled by the PK1, and the
former cases could be the exceptions to the PK1 rules,

If the “one sense per document” assumption seems
too strong, we can modify the PK1 and PK3 rules by
adding contextual dependency to the rules so that o
word sense or a word translation is valid only if the
word appears with a certain modifier or modifiee, has a

certain syntactic role, and so on,
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