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Abstract

This paper describes a Japanese-English translation
aid system, CTM, which has a useful capability for
flexible retrieval of texts from bilingnal corpora or
translation databases. Translation examples (pairs
of a text and its translation equivalent) are very
helpful for us to translate the similar text. OQur
character-based best match retrieval method can re-
trieve translation examples similar to the given input.
This method has the following advantages: (1) this
method accepts free-style translation examples, i.c.,
pairs of any text string and its translation equiva-
lent, (2) morphological analysis is unnecessary, (3)
this method accepts free-style inputs (i.c., any text
strings) for retrieval. We show the retrieval examples
with the following characteristic features: phrasal ex-
pression, long-distance dependency, idiom, synonym,
and semantic ambiguity.

1 Introduction

In the late 1980°s, several commercial Japanese-
English machine translation systems had been devel-
oped in Japan. In these systems, the computer is the
agent of translation. while the user assists in editing
the translation imputs and revising the results. Al-
though they are useful to translate large amounts of
texts roughly and rapidly, high quality translation is
impossible.

Translation aid is another kind of machine trans-
lation: the user is the agent of translation, while the
computer provides him or her with the helpful tools,
e.g., quick-retrieval clectronic dictionaries. A quick-
retrieval bilingnal corpus is also useful, specifically
when it has the flexible (best match) retrieval mech-
anism. Because translation examples (pairs of source
text and its translation equivalent) are very helpful
for us to translate the similar text. This type of sys-
tem is called as example-based transiation aid {6], and
there are two prototype systems in Japanese-English
translation: F'1'0OC {8] and Nakamura’s system [5].

*The anthor had been transferced from Kyoto University on
April I, 1992. This work was done at Kyoto University.
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[Input Text]
TRELARIAKEE ) v,

{He is a great swimmer.)

1
Best Match Translation
Retrieval Datahase

{Retrieved Example]
HiFa CERtt ) Fv

— You’re a great actor.

Figure 1: Basic Configuration of Fxample-Based
Translation Aid

Figure | shows the basic configuration of example-
based translation aid (EBT'A). It consists of two com-
ponents: the translation database is the collection
of translation examples. and the best match re-
trieval engine is to retrieve the example that is the
most similar to the given input text. The character-
istic of the EBTA system is that it accepts free-style
text inputs for the retrieval; it frees the user from
learning the formal language for database query.

‘The central problem in EBTA is the implementa-
tion of the best match retrieval. 'I'wo methods were
proposed: one is the syntax-matching driven by gen-
eralization rules in ETOC [8], and the other is Naka-
mura's method using content words [5]. They are
the word-based best matech retrieval methods!,
which need morphological analysis.

This paper proposes the character-based best
match retrieval method, specifically for Japanese
texts. Compared with the word-based methods, the
character-based method has the following advantages:

o Morphological analysis is unnecessary.

e Some kind of synonyms can be retrieved without.
a thesaurus.

T'his method has beew implemented in CTM?, a
Japanese-English translation aid system for writ-
ing/translating technical papers.

Uin word-based {resp. character-based) best match retrieval
wethod, a word (resp. character) is a primitive.

2C'TM is named from the Japanese phrase, “Chotto
Tsukatte Mitene”, which means “use it any time you want”.
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2 The Character-Based Best
Match Retrieval Method

2.1 Characteristics of Japanese Writ-
ten Texts

Japanese written texts have remarkable characteris-
tics as follows. They cannot be found in European
languages, i.e., English, French, and German.

1. The number of characters is very large.

The number of characters that are used in text is
more than 7,000 in Japanese, while it is less than a
hundred in a European language.

2. Synonyms often have the same Kanji character.

Japanese characters are divided into three types: Hi-
ragana (83 characters), Katakana (86 characters),
and Kanji. A Hiragana or Katakana character ex-
presses a sound, and a Kanji character represents a
semantic primitive. For example, the Kanji character
“#” means “thinking”, and it is used for construct-
ing several words concerned with thinking: e.g., I
#(thinking), ### (consideration), & (deep think-
ing), 2 5 (think), ZET 5 (devise).

3. There is no delimiter between words.

In European languages, the white space is the delim-
iter for word separation. In contrast, Japanese has
no explicit delimiter. Therefore, the main part of
Japanese morphological analysis is to divide a text
string into words: it is not casy task®.

These characteristics of Japanese suggest the
character-based best match, because

. While the word-based method needs morphologi-
cal analysis, the character-based method does not
need it.

2. In order to retricve synonyms the word-based
method needs a thesaurus. In contrast, the
character-based method can retrieve some kind of
synonyms without a thesaurus, because synonyms
often have the same Kanji character in Japanese.

2.2 The Character-Based Best Match

The character-based best match can be determined
by defining the distance or similarity measure be-
tween two strings.

The simple measure of similarity between two
strings, 4 = ajay---az, B = byby--- by, is the num-
ber of the matching characters considering the char-
acter order constraint. It is not particularly good

*For example, a Japanese morphological analysis program

developed by Kyoto University fails to analyze 3 ~ 5 % of
sentences.
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measure, but makes a convenient starting point, We
define it as follows:

S(A.B) = s{ay)
0 fi=0V,j=0
s(i— 1,7 — 1)+ m(i, ).
s(i,j) = max s(z—1, ).
s(i,j -1

Hf<i<a)A(1<j<y)

1 ifa; = b

mii.J) = {o if a; # b;

This measure often produces the undesirable re-
sults, because we ignore continuation of matching
characters.  For example, consider the following

strings:
A= BT D (solve the problem)

B= &0 MR KL,
(He solved the problem yesterday.)

B = WEOWEE it s

(determine the method for solving the problem)

We want to be S(A, B) > S(A, B'), but the above
measure produces S(A, B) < S(A, B'). To solve the
problem, we consider the bonus for continuous match-
ing characters. It can be done by modifying m(i, ;)
in the the above definition:

S{A,B) = s(x,y)
s(i,j) =
0 fi=0vji=0
s(i—1,j— 1)+ min(em(4, j), W)
max s(i--1,7),
s(ij—1)
(I<i<o)A(l<)<y)
0 ifi=0vj=0
em(i,j) = em(i — 1, j— 1)+ m(i,))

fgi<a)A(l<i<y)

. 1 ifa;=0
m(i, j) = {0 ifaZ#b;

This is the similarity score that we use, where W is a
parameter that determines the maximum value of the
bonus for the continuous matching characters. When
W = 1, this definition is the same with the previous
definition. Table 1 shows S(A, B) and S(A, B’) with
varying values of W. Usually we use W = 4.1

*This value was determined empirically. [l may be ex-
plained as follows, 'The average character length of a Japanese

word is about two, and we frel that the continuous matching
of two words is the strong match.
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Fable 1: Scores vs. W

W 2 3 45
SABY [5 9 12 14 15
SABYLT 9 9 9 9

Table 2: ‘I'ranslation Database

i Japanese Tinglish
I W{ORD several
2 WVWOTYH every time
3 WOk some day
4 BB yesterday

Table 3: Character Index

Ch. 1ID’s Ch.  1D’s
VLo 1,23
34 T 2
» 1,3 D 1,4
5 1 b2
<

W g

|
Look UL] «+ | Character Index
1

Ch.  IDs D PSS Jap.
N N 1 S SEI X2
D, 2,3 2 3 WOTh

b 2 3 2 wo

Figure 2: Pre-selection using Character Index

Translation
Database

Character
Index

C'tM Server

|

2.3 Acceleration by Character Index

At the best match retrieval, we use the acceleration
method using the character index.® The character
index is the table of every character with 11)’s of ex-
amples in which the character is appeared. Table 2
shows an example of translation database and Table 3
shows the character index of it.

In the first stage of the retrieval, the character in-
dex is used for the pre-selection of the examples. Pig-
ure 2 illustrates the pre-selection process: it is

1. Look up the records for the characters that are
appeared in the input string.

2. For cvery example, compute the pre-sclection
score, P59, which can be obtained by counting
the number of the example 11Y’s in the records. It
is the number of matching characters hetween the
input string and the example ignoring the charac-
ter order constraint.

3. Sclect the top N examples that have the largest
pre-selection score, where N is the parameter and
we usually use N = 200. °

In the second stage of the retrieval, the similarity
scores of pre-selected examples are computed, and the
examples are ordered by the score.

3 The CTM System

Above mentioned retrieval mechanism has been im-
plemented in C'I'M, a Japanese-English translation

SWe cannot compute the similarity score of every example
in the database, because the computation needs about § mil-
lisecond between the average juput string (10 characters) and
the average example (50 characters) on SparcSlation 2.

SThis value was determined empirically.
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i
MTC (Client on NEmacs) ﬁ‘

i

Figure 3: The CTM system

ald systein. C'I'M is written by C and runs on Sun
Workstations. Figure 3 shows the configuration of
C'IT'M: it consists of three programs.,

mkdb The program to create the character index
from the translation database.

CTM server The main program, which retrieves
the best matched examples with the given input.”

MTC ® The client program on NFmaces (Nihongo
(Japanese) GNU Emacs), which interacts the
C'TM server via Ethernet.

The translation database of C'I'M is text files, in
which a Japanese text string and an kKnglish text
string appear one after the other. These files can he
made from Japanese text files and the correspondent
English text files by using the alignment program {1]
semi-automatically, We have made the translation
database from several sources: Table 4 shows our
translation databases.

4 Retrieval Examples

We show here C'T'M retrieval examples with the fol-
lowing features: phrasal expression, long-distance de-
pendeney, idiom, synonym. and semantic ambiguity.
Figure 4 shows a retrieval example of phrasal ex-
pression “W { DOPLL G EEET D (consider from
several points of view)”. Although there is no ex-
act matched expression in the database, C'I'M can
retrieve helpful examples for us to translate it.

TI'he ("I'M server bas other facilities: Lhe character-based
exact match retrieval for Japanese texts, and the word-based
best or exact match retrieval for English texts,

BM'TC is named from the lapanese plirase, "Motto Tsukatte
Choundai”, which means “use it more and more”.
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Table 4: 'Ihe CTM 'Translation Databases

Name Direction  Records K Byte Source(s)

ScienceYYMM E—1] 11,115 3,175 Scientific American & its Japanese translation (Nikkei Science)
ML1 i ] 2,055 458  Chap. | - 4 in Machine Learning [3] & its Japancse translation
IK 1—E 4,230 139 Entry words on [4]

MTE J—FE 3,938 379  Test examples on (2]

EX J—E 6,624 595  Translation examples collected by Oikawa

TI J—E 1,467 259 The column, Tensei-Jingo, on Asahi Newspaper

KD 1= 38,190 2,729 Exampies on [7]

Total 67,619 7,733

CTM(AL) > W 22O LEHT S CTM{Ab)>ZET 5

Score = 28, DB = Science8710, ID = 598, File = 03.¢j
ZO LI OROMBMHHOBLS LR L L )
WA e HE T T I LT L TR 0,

From the viewpoint of several material imits, then, gal-

lium arsenide offers advantages over silicon in speed.

Score = 24, DB = Science8710, 1D = 549, File = 03.¢j
ZHHLDO5 DO LNV ERFNUIN L, 3D DBlLiHEE
AT T ENTED, FDI DL, BIRMEEL, KB
EB, 3L UBLIRIETH S,

Each level of the hierarchy can be considered from three
different points of view, which are respectively theory,
practice and historical analogy.

Score = 10, DB = ML1, ID = 605, File = 03.¢}
FOUTHIHC, HAMBOMUAPL TN TLETH LD
%, BbAE RS N E AL (MSC k) 2 R0
AR ODTEERT S,

In particular, we examine methods for finding the
maximally-specific conjunctive generalizations (MSC-
generalizations) that cover all of the training examples
of a given concept.

Figure 4: Example (Phrasal Expression)

CTM(Ab)>TRLT W

Score = 9, DB = Science8710, ID = 1649, File = 07.¢j
AR L TS R HECE R v, T LA, HadTK
SLBELEL, BT L TFRENS,

This is no small undertaking, however, and success pre-
supposges that society generates siguificant demand.

Score = 7, DB = Science9003, 1D = 468, File =
mental.e.ej

BE L EHHEOMBUL, R ORI L BE R
TR+ 2 BB LOBEE . BEHSIHET L0
2B BER S,

Presumably the therapist’s interpretations help patients
to gain insight iuto the effects of the unconscious mind
on their conscious thoughts, feelings and behaviors.

Score = 6, DB = MLL1, ID = 147, File = 0l.¢}
- BEEMRERC, FUH B E & FLL TEOTLNOK
Red s,

e Active cxperimentation, where the learner perturbs the

Score = 9, DB = Science8710, ID = 1944, File = 09.¢j
T, W 28— & LTI L T A ko RO
EFNERLTHUTH D TREW,

‘This view is not really in conflict with the traditional
model of medical libraries as information centers.

environment to observe the results of its perturbations.

Figure 5: Example (Long-Distance Dependency)

CTM(Ab)> LolFE 25T

Score = 18, DB = MTE, ID = 79, File = mttest.je
RO L o i2% 20 A7,
{ grasped the tail of a cat.

Score = 18, DB = MTIL, [I) = 78, lile = mttest.je
o L 013k 20 A7,

I found his weak point.

Figure 6: Example (1diom)

C'T'M supports the retrieval of long-distance depen-
dency: Figure 5 shows a retrieval example, where “g
L TC” is an adverb, and “Z2\Y is an auxiliary adjec-
tive for negation, and they are often used together
with the general meaning “never”.

CTM also supports the retrieval of idiomatic ex-
pression: Figure 6 shows an example. In this figure,
the first retrieval example is the literal meaning, and
the sccond is the idiomatic meaning,

The character-based best match method can re-
trieve synonyms. Figure 7 shows an example: in
this case, C'TM retrieved an exact match example
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Figure 7: Example (Synonym)

with “¥8% 5 (consider/examine)” and two exam-
ples with two synonyms, “Wil#2-4 % (gain insight
into)" and “EEL$ % (obscrve)”.

Figure 8 shows three retrieval examples for the
Japanese construction “NOUN+IZ+ Ao 72", where
“1Z” is a case marker and “A 572" is the past form
of the verb “A%”. There are several translation of
“A%". The first input “HIHE (office) 1T A o72”
has two meaning: one is “entercd the office” and the
other is “joined as a new member of the office”. The
second input “If (ear) IZA 2727 is an idiomatic ex-
pression that means “heard”. The last input “4%f
(bookstore) {2 A-72" is more complicated: the trans-
lation depends on not only “IZ (ni)"-case but also “#%
(ga)"-case. The retrieval examples show the following
three cases:

1. “A (human)+ 25+ (room)+iZ+ A 5"
(human enters the room)

2. “BA (wind)+ A5+ 88E (room)+IZ+ A B”
(the wind blows into the room)

3. “&K (book)+AT+AE (bookstore)+ 12+ A"

(the book arrives at the bookstore)
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1D = 290, File = mttest.je
WRES DAL lﬁ‘f)&'ﬁ*i Anlzo

He entered the classroom [rom the back entrance.

‘Table 5: Evaluation of 100 retrievals

Score = 14, DB = Science9003, 1) = 404, File = inter.c.ej
L AR L CROMREICA 272 ¥ (Huey-Mei
Wang) 2 OB AR S, 112
A4S L LUTHIEL WD R LI,

Iucy-Mei Wang, a recent gradnate stndent iu my labo-
ratory, extended these findings by showing that the 11,-2

receptor functions ax an “on-off” switch.

SEAARHHIAD on foll

Character Length
Grade | 1-5 610 1015  15-20  20-30 | Total
A 21 3 0 0 27
n 4 10 3 2 1 20
« 1 15 Lo 6 2 34
P 9 4 3 0 3 19
Total 35 35 16 8 6 100

CTM{Ab)>TTIZA 272

Score = 14, DI = MT'E, 1D = 279, File = mtiest je
R N S NS T AN

Rumors reached her ears.

CTM(AD) > FRICA o T

Score = 14, DB = EX, ID = 5947, File = yourei.je
Z'blf’)‘.lﬁ'%{kho C W}HZ}\’J}’*B WY,

It appears that the thiel entered the room by the window.

Score = 14, DB = MTL, ID = 283, I'ile — mtlest.je
1 & i)ﬁ\.z?’“ﬁf"‘k A

Draft blew into the room.

Scare = 12, DB = MTL, 1D = 278, File = mttest.je
AREHHADSA T

Newly published books arrived al the bookstore.

Figure 8: Example (Ambiguity)
5 Evaluation

It is very diflicult to evaluate a translation aid sys-
tem, because its effectiveness essentially depends on
the user’s satisfaction: when the user feels that the
system is helpful, it is effective. The evaluation of
2I'M is now in progress, and we show some results of
experiments here.

The Retrieval Time

Empirically, we obtained the following equation,

which estimates the retrieval time (millisecond).
time(l,k,N) = 1x(10xk-+2/3xN)

where ! is the length of the input string, & (mega
byte) is the database size, and N is the pre-selection
parameter. For example, if 1 = 10 (characters), k =8
(mega byte), N == 200, then time = 2, 133 (millisce-
ond). It shows that the current systein responses in
a few seconds and it is not so fast. The more accel-
cration is need for the larger database.

Evaluation of 100 retrievals

We have evaluated 100 retrieval results by hand.
We have given one of the following grades to each
retrieved example.

A The example exactly matches the inpnt.

B The example provides enough information about
the translation of the whole input.

C The example provides information about the
translation of some part of the input.

AcTes DE COLING-92, NANTES, 23-28 AoUT 1992

1263

F The example provides almost no information about
the translation of the input.

We evalnated top five examples for each retrieval, and
the hest grade of them Is used for the evaluation of
a retrieval’ Table 5 shows the result of the eval-
ation. The table shows that (1) we can obtain very
useful information from 47% of the retricvals, (2) we
can obtain at least some information from 81% of the
retrievals.
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