AN INTEGRATED ENVIRONMENT
FOR LEXICAL ANALYSES!

C. CALIGARIS, A. CAPPELLE, M, N. CATARSI, L, MORETT!
Istituto di Linguistica Computazionale - CNR
Pisa, Italy

0. Introduction

This article describes a project whose aim is to specify
tools o be integrated in an environment for lexical
analyses. As a result, a prototype of a workbench can be
created which provides a user with scveral modules
possessing different functions, in order to approach a text
from different viewpoints.

The prototype has been implemented on Macintosh,
Every module can be used autonomously; once integrated
in the environment they realize a sorl of network of tools
interacting with onc another.

Let us take a look at the single components of the
system.

Firstly, the user has at his disposal tools for the
processing of a text in order to obtain indexes,
concordances, lemmatizations and various types of
statistic analyses.

The prototype also supplics the representational tools for
structuring knowledge.

A module containing an ontological reference scheme may
be used to show a network of relationships between
concepts or to suggest the description of single concepts.
The user is also given a further possibility: access,
starting from any node in the ontological network, 1o a
lexical archive indicating all the terms that describe a
specific conceptual ficld, with their relative definitions.

In this way, the system helps in the interactive treatment
of texts and makes it possible to analyze and to organize
various types of information about a text.

‘The front-end and certain modules have been implemented
by using HyperCard™. This has certain consequences on
the interface to the global system, and on the structure and
function of any single compouncnt.

In a hypermedia framework, a text s no more a sequence
of words or sentences, as phenomenologically it appears
to a user, but it is a virtual network of the associations
implicit in it.

In this way, the substance of a text coincides with the
set of its possible readings: its informative content is a
magma of fragments whose sensc is re-created in the
path of each reading.

From a theorctical vicwpoint, a hypertext denotes a
non-linear writing whose structure is a set of nodes linked
by arcs. Nodes contain informative contents, while arcs
represent the possible associations between different
informative contents, in accordance with the logic of the
hypertext itself.

To sum up, the organization of the differcnt knowledge
sources within the system facilitates the behaviour of a
human operator working on a text from different
viewpoints by using the computational metaphor of

hypertexts as a means of presentation of data: he can
consult a library of clecironic books, generate and consult
lexical archives and indexes of frequencies, and
contextualize words representing the knowledge of a text,
while using knowledge sources ol different types as a
control and a guide. The global architecture of the system
is shown in figure 1.
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1. Lexical Treatment of Texis

The user has at his disposal certain tools by which he can
buifd and consult several sources, cach of which
constitutes a sub-cnvironment with its own specific tools,
In particular, a library offers a set of texts 10 be treated by
using a sct of lexicographic tools (Elaborazione Lessicale
Testi) (Moretti, 1991),
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The environment ‘text’ is composed of electronic books,
and it allows the user to perform all classical operations of
text processing with the text 'on linc'. In particular,
concordances can be obtaincd by choosing the length of
the context, lists of frequencies or variants can be shown,
and lemmatization can be performed interactively by using
the lexical archive as a guide.

Hypermedia technology makes it possibie to approach the
text in several ways, since the fragments of a text

can be linked in accordance to a possible reading criterion.
In this sense, it is possible to match different critical
editions or to follow the text in accordance with
linguistic stylistic facts.

2. Knowledge Representation Language

The knowledge representation language is a member of
the family of hybrid systems, and is made up of a
terminological component and an assertional one,
although certain characteristics make it more similar to
classical KL.-One (Cappelli ¢t al., 1983; Brachman &
Schmoltze, 1985; Nebel, 1989).

The terminological part may be used for the definition of
generic concepts, representing classes of objects, while the
assertional part is used for the definition of individual
concepts, representing single objects.

The structures of the terminological part serve (o specify
the propertics of the generic concept that we arc defining.
The principle of inheritance applies among the concepts of
the network. The sub-concept inherits the properties of the
superconcept, even if these are not expressly declared.
Furthermore it is possible to indicate, by means of other
generic concepts, the relationships that exist between the
properties of the generic concept that we arc defining:
these relationships are known as structural descriptions.
The syntax of the terminology is shown in the following

<terminology> ::= <generic declarations> ;
<role declarations> ;

<paraindividual declarations> ;
<generic declarations> ::=

(<generic identifier> = <gencric>)*
<role declarations> ::= (<role identificr> = <role>)*
<paraindividual declarations> ::=

(<paraindividual identificr> = <paraindividual>)*

<generic> ::= <generic identificr> |

thing |

(primC <index>) |

(and <generic> <gencric>) |

(or <genecric> <generic>) |

(all <role> <generic>) |

(atleast <number> <role>) |

(atmost <number> <rolc>)

(sd <paraindividual> <gcneric>)
<role> ::= <rolc identifier> |

(primR <generic> <name>)
<paraindividual> ::= <paraindividual identifier> |

(paraindividual <generic> <name>+)
<generic identifier> ::= stringa di caratieri
<role identificr> ::= stringa di caratleri
<paraindividual identificr> ::= stringa di caraticri
<name> ::= stringa di caratieri

The structures of the assertional part serve to define
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individual concepts by specifying the values assumed by
the properties of the corresponding generic concept.

The language is based on an intensional semantics,
formally specified in Mazzeranghi (1991), and its
constructors are interpreted on a universe of structured
objects. In other words, the denotation of a generic
concept is represented by its properties.

It is thus suitable to account for complex processes
involving properties of objects which are specific to the
linguistic analysis of a text and, in particular, to the
structuring of lexical knowledge.

The expressive power of the language has been further
increased in order to account for other conceptual facts,
such as recursive definitions (father/mother) or definitions
expressed by procedurcs (length, addition, subtraction)
(Mazzeranghi, 1991).

As an example, the partial definition of the concept
football-team is shown in the following:

football-team = (and team
(all member football-player)
(atleast 11 member))

that is 1o say, a football-icam is a type of tcam whose
members arc football-players who are at least 11, The

denotation of football-team is the following:
[ footbdi-team =

max max nil

i oo toT "o member(P1 )

PROD(t ([T}

where:

PROD denotes the Cartesian product,

max“
[A"]mi",. denotes the lists of clements belonging to A,
whose length is between min and max
(if max=nil then there is no upper bound to the length of
the lists),
member, which is the name of the role member, acts as a
type constructor,
t1,....ly arc the names of the properties inherited by team,
Ty,...Ty are the value-restrictions of the propertics
inherited by team,
minj,max, ,...,min,,max, arc the number-restrictions of
the properties inherited by tcam,
P is the denotation of football-player.

The denotation of football-tcam is graphically represented
in figure 2 (where circles represent denotations of generic
concepts and squares represent denotations of roles).

The language can be used to interrogate the ontological
module, which can give information about both the
syntax and the semantics of the definition of a concept,
which in turn can be transferred  into the body of a
programme specified in terms of the language itself.

3. Ontological module

The ontological module serves to guide the user in the
acquisition and structuring of knowledge by suggesting
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hypotheses about the description of concepts and their
possible relationships.
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Figure 2

At present, il contains a collection of two hundred
concepts organiscd into the form ol a semantic network,
with which it is possibic to classify a vast portion of
reality.

This leads to a taxonomy which serves as au ontological
reference guide, suggesting the map of possible
relationships between concepts and the most plausible
elements of their structurc.

3.1. Ontological Theories

Many theorics have been proposed about ontological
descriptions of concepts (Smith & Mcdin, 1981).

In the classical model, concepts are described by using
nceessary and sufficient conditions. In other models,
proposed by psychologists, descriptive elements are
partitioned into properties and dimensions, the former
being labels assuming binary truth values, while the latter
only numerical valucs. In certain cases, descriptive
clements arc related to their definiendwm on the basis of
probabilistic paramelters or fuzzy logic.

A taxonomy of part-whole relations has also been
proposed (Winston ¢t al., 1987; Frederking & Gehrke,
1988) where propertics arc classificd into six types
(componentiintegral object, membericollection,
portionimass, stufflobject, featurelactivity, placelareay and
deductions can be performed according o certain
principles  which govern the relation between the
definiendum and its descriptive parts, such as, for instance,
transitivity,

Ontologists have proposed global models on the basis of
types of concepts and of their propertics. The world is
then partitioned into substances and accidents and certain
classical notions are defined, such as genws, eidos | clc.
(Simons, 1983).

Kdérner (1970) defines a categorial framework as a whole
where epistemological, logical and ontological aspects arce
intertwined.

Keil (1989) introduces a division into three general types
of concepts: natural, nominal and artifect, and describes
criteria for their individuation and description.
Knowiedge-based systems using large knowledge bascs
organized on the basis of ontological principles have been
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proposed in Artificial huelligence (Nirenburg & Monarch,
1987; Lenat & Guha, 1990; Ouyshkevych & Nircaburg,
1991)

Brietly, efforts have been devoted to finding out criteria for
structuring the world by individuating both general types
of concepts imposing general constraints on subtypes and
types of propertics which are pertinent to specific types of
concepts. In particular, the logic has been investigated
which governs the relationship between a definiendum and
its definiens, ceven if so far results are far from being
definitive.

3.2. Onological classification

To be epistemologically adeguate, an ontology must
include i) a taxonomy of concepts with their descriptions,
i) classilication and dividuation principles associated
concepls.

3.2.1. Taxonomy

As regards the construction of the taxonomy, certain
options have  been adopted, with the aun of accounting
for aspects of the inner nature of concepts and
guarantceing a consistent method of acquisition of
knowledge and, conscquently, a plansible fevel of
inferential power,

AL the top of the taxonomy, as “pure ontological”
summa genera, the distinction into: natwral (apple, lion),
nominal (mayor), and artifact kinds (car, chair) has been
drawn.

Natural kinds are those existing in nature and are described
by natural sciences; they "refer w classes of things that
occur in the world independently of human activities”
(Keil, 1989 p.25). Artifacts are clements intentionally
built o perform a specific function. Nominal kinds are
more abstract entities which consist of a description
(mayor) which can be applied to instances belonging to
different kinds,

This distinction between ontological kinds is relevant in
order 1o structure the universe into chunks of knowledge
which arc homogencous from an inferential point of view.,
Let us introduce an example in order to clarify the
structure of the map.

The nominal kind "mayor” can be applied to a person who
is @ human being - a natural kind -, and it denotes a
temporary status of such a human being. To be no longer
a mayor does not inply the negation of the existence of
an individual, while to negate the essence as a human
being does. This classification obviously has cffects on
the ontological cxistence of objects  (Wiggins, 1980;
Keil, 1989). From the point of view of the topological
structure of the map, this phenomenon creates a complex
chunk of knowledpe, as shown in ligure 3.

Only a correct disposition of the concepts involved
guarantees the right instantiation of individuals, thus
allowing true inferences.

3.2.2. Descriptions of concepts

In deseribing 4 concept, cerlain inherent properties arc
expressed. To be something means sharing certain types
of descriptive parts with a set of other concepts. The
description of a single concept has to express the
propertics on the basis of which it can be differentiated and
individuated.
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In the ontological map, certain types of properties arc
associated with a concept which, as a whole, constitutes a
guiding reference scheme for the description of all its

dependent subconcepts.

|

individuate:

fayoro
London

Figure 3

As an example, the concept “container” is associated to a
set containing the following types of propertics: content,
stuff, shape, function, and component.

It is worth noting that these last arc types of properties 1o
which specific values can be associated in the description
of each single subconcept or individual.

On the basis of thesc types, a set of constraints can be
specified, such as, for instance:

the property ‘Stuff’ follows the part-whole taxonomic
model as shown in Winston et al. (1987) and Frederking
& Gerhke, (1988);

the property ‘Content’ is organized on the basis of the
"place/area” model, where the following transitivity
principle is valid: if in{x,y) and in(z,x) then in(z,y);
‘Shape’ in certain cases refers to the shape of one of the
components of a container, which may coincide with the
shape of the whole;

‘Component’ also follows the part-whole model;
'Contextual use’ is to be intended as a social and not a
functional use, the latter being the specific use of
containing something.

To sum up, cvery type of property is interpreted through a
specific sct of rules. In this way, a sort of infinite lattice
structure is realized where different axiomatic systems of
knowledge coexist (see figure 4), each of which has its
own interpreter and interacts with the others (Woods,
1990).
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3.2.3. Individuation principles

The map has been crcated by using the knowledge
representation language previously described, which
supports classification and individuation principles.

The calculus of the properties of a concept makes it
possible to build concepts using constructs, such as, for
instance, and, or, not, applied to roles of concepts, or to
compare concepts, or to classify concepts on the basis of
their whole structures.

Furthermore, the knowledge representation language has
acquired more “ontological” adequacy by the insertions of
global ontological rules concerning the number of
properties a concept can possess, such as for instance:

- if two concepts cach have only one property and the
propertics belong to the same type, then the properties
cannot have the same value;

- no value can appear more than once in the description of
a concept, elc..

These rules act as integrity constraints in the creation of

Thin, Natyral Kinds

Things with
Spatial Location

bstract Objects

.-] .
Phy;cal Objec Events
Solid Ob Aggregates

Living Things  Functional Artifacts
Containers

Animy S~
Content

Sentient Beings  Nonsentient Beings Stuff
Component
Shape
Use

Part-Whole
Taxonomy

Figure 4

concepts and control both the syntax and the semantics of
the knowledge base beeing created. In other words, the
result has been achieved of specifying a sort of “style
checker” guiding in the manipulation of knowledge.
Furthermore, procedures of any kind can be associated to
concepts for their interpretation (Ihooks).

In this way the knowledge representation system realizes
de facto an object-oriented system.

In our system it is possible to specify an assertional
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language which makes it possible to introduce an
individual concept into a programining language, like any
other data type. For instance, an individual concept is
passcd (o a function as a parameter; once verified that this
individual is an instance of a generic concept, or of one of
its subconcepts, the function will be cxecuted.

4. Lexical archive

The lexical archive contains a4 sct of lemmas to which
with the following information is associated: i) a sct of
forms with morphological categorics; ii) etimology; iii)
phonological transcription; iv) definitions in form of
text.

Every type of information can be used for retrieving data
inside the lexical archive. In order to retrieve conceptual
knowledge, which can be extracted from definitions, many
possibilities arc given. By applying the ELT tools, which
make it possible to contextualize portions of texts, the
visualisation of the definition of a word can be obtained,
or the immediale super-ordinates of the word, or the entirc
conceptual hierarchy implicit in the whole archive can be
retrieved, or parts of definitions in order to find out
differences or commonalities can be compared.

4.1, Linking ontology and lexical items

Concepts in the ontology are linked to lexical terms of the
lexical archive and, vice-versa, from any lexical entry in
the archive, the ontological module can be accessed. This
is done by using a sct of entry points which correspond 10
specific elements in a definition.

Certain concepts of the ontological network arc associated
with a list of operators which map the concept in
significant words inside definitions. As an example, the
concepl of “human being” can be mapped onto the
operators ‘person’, ‘who’ which realize the concept of
“human being” in the lexical archive. Accessing the
lexical archive starting from the ontologicai module,
lexical tools are triggered which make use of the list of
the operators as searching criteria. In this way the explicit
organization of knowlcdge of the ontological module is
virtually linked to the organization which is implicit in
the lexical archive.

5. Conclusions

To sum up, we may say that we are trying to create an
environment composed of various tools, integrated
together, which allows the treatment of a text, and 10
facilitate the construction and the use of knowledge bases,
created from the text itself, for a human operator.

The construction of cach single module and its integration
within the global system has been carricd out taking inlo
account the philosophy of knowledge-based systems and
hyperiexts.

The latter represent a good tool for the presentation of
data, thus allowing ‘personal’ readings of them: once they
arc integrated with knowledge-based tools, the global
expressive power of the system substantially increases,
since data can be abstractly manipulated.

Knowledge representation tools make it possible to build
specific theories of the world; by using these tools with
the control of an ontological reference schema, any user
can realize his own theory of the world in a continuous
comparison with a ‘standard’ organization of knowledge.
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The specific theory is then able o increase the modalities
of searching through data stored in different modules, since
it acts as an intelligent interface to data. For instance, it
can be used as a filter in scarching in the lexical archive,
thus overcoming the low degree of expressiveness of its
stored information. In this way, a more flexible
interaction with any module can be obtained.
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