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Abstract

NEC's wmachine translation system "PIVOT” provides
analysis editing functions. The user can interactively
correct errors in analysis results, such as dependency
and case. However, without a learning mechaniss, the
user wmust correct siwiler dependency errors severs
times. ¥e discuss the learning wmechanism to utilize
dependency and case information specified by the user
¥e compare four types of matching methods by simulation
end show non-restricted best matching is the wost
effective,

1. Introduction

In the current machine transletion system, users
cannot always get correct translated sentences at the
first translation. This is due to the low ability of
the grawmar rules snd low quality of the dictionary
Moreover, the grawmar rules and the dictionary need
customization for each document of varying fields eand
contents. It is very difficult to prepare beforehand
the inforwation corresponding to various fields.

NEC has developed a wachine translation systew
"PIVOT"(Japanese to English/English to Japanese) as the
translation support system for business use. The trens-
lation part of PIVOT is the rule-based systex and
adopts the interlingua method. PIVOT provides a specisl
editor so that the user can correct the asnalysis
results. The user can interactively select suitable
translation equivalents, can correct dependency, case
(semantic relation), and so on. In technical manus
documents which are the wain objects of machine trans-
lation, there are wany expressions that appesr more
than once. The analysis results of such expressions are
often the same. At present, PIVOT has learning function
for selection of translation equivalents, but it does
not have such wmechanism for dependency and case. The
user has to correct wmany similar errors in dependency
and case, so a heavy burden is laid on the user. Infor-
xation given by the user can be regarded as customizing
information for the document to be translsted. There-
fore, for a practical use systew, it is an important
issue to provide & framework to improve translation
by using correction information from the user.

There are various approaches for analyzing sentences
by using accumulated dependencies. One system auto-
watically extracts all dependencies which heve no
ambiguity[5].  Another system accumulates only the
dependencies which are directly corrected by the user
£2]. In Miura et al.[4], the system accumuistes al}
dependencies in the sentence that are corrected
or confirmed by the user.
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There are txo ways for remembering the keys in the
dependency structures to be accumulated: one by the
spelling and the other by the semantic code. However
the rough semantic code used in the current systew does
not have high distinguishing ability, and often causes
bad influence. For example, consider the following
sentences.

8. WRANTIIATKTOEHER R,
Hle looked at the singing man with opera glasses

b, BETA 7 THE-TWHERBER L,
He looked at the man who is singing with the wicro-
phone.

The sewentic code "Instrument” is ususlly assigned to
"5 45 A (opera glasses)” and "< A ¥ (microphone)”.
Therefore, it isn't possible to fix dependency relation
such as "% 5 (singing)” with "2+ # {microphone)”, and
"8 A (look)” with "4 5 7 35 X (opera glasses)”.

In the process of using learning results there is an
approach that adopts best watching by cowputing simi-
larity with accumulated information[4]. The example-
based approach that translates by retrieving examples
and calculating siwmilarity has been investigated. These
systems also adopt best watching[13[61(7]

This paper proposes an approach that can improve the
translation quality by interactively accumulsting de-
pendency and case structures corrected by the user. In
the learning process, the syntactic head, the syntactic
dependent, and the case between them are stored in the
association database. To avoid side effects, head and
dependent words are stored in the form of spellings
This makes it easier for the user to understand the
behavior of the system. Four types of mwatching methods
are examined that are used in watching between the
possible analysis structures and the association data-
base.

Section 2 describes anslysis editing function in
PIYOT/JE(Jepanese to English). Section 3 explains the
learning mechanisk, and the results of sisulation on
sctual manuais are presented in Section 4

2. Analysis Editing Function

The user can interactively specify the following
inforsation related to dependency relation by using
analysis editing function of PIVOT/JE.
(1) Dependency (syntactic dependent and syntactic head)
(2) Case
(3) Parallel
(4) Scope

Proc, OF COLING-92, NANTES, AUG. 23-28, 1992



(5) Sharing

The dependency relation which the system analyzes is
displayed on the screen as shown in Figure 1. An under-
tine is drawn under each Japanese phrase (s word with
s particle). The dependency is shown by the line
which connects two phrases. The thick line indicates
the dependency corrected by the user. Case is displayed
on the line of the dependency in the form of the parti-
cles which have one-to-one correspondence with one of
the cases. The box indicates the correct case specified
by the user. The user directly corrects sbove-mentioned

information by using & wouse and carries out trans-
lation operation once again. The translation rule
controls the analysis to reflect the correction by the
user.
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Figure 1: Display of Analysis Result

2.1 Dependency

The user can correct dependency. In Figure 2, syn-
tactic head of "x—4'M(user)” is changed from "#¥
3 B (analyzed)” to "{HSEY 5 (specify)”.

user ansiyze necessary information specify
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Figure 2: Example of Dependency Correction
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2.2 Case
Case shows the semantic reletion between two phrases
which sre in dependency relation. PIVOT has wore than

forty kinds of cases such as Agent and Reason, On the
screen, particles are used to express ceses.
In Figure 3, the case hetween "EFS4800” and "EpfE 3

A{run)” is changed from "Contents” to "Place” .

transiation systes run
BE  vzraw

E¥54800
Mty EWS4800,

[
K%K (Contents)
By YAriN MfEYS EWS4800,

WA (Place)

Figure 3: Example of Case Correction
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2.3 Parallel

The user can specify the inforsation that two
phrases are in paraliel relstion. Because parallel
relation is one of the PIYOT cases, this function

enables the user to correct dependency and cese at the
same time.

2.4 Scope

The user cen specify scope. Scope mseans the phrase
sequence in which only the syntactic head has depen~
dency relation with other phrases outside of it.

2.5 Sharing

In Figure 1, "2+ (user)” is the subject of "#i5E
(specify)” end at the same time it is the subject of
"BR3 5 (trenslate)”. In such a case, we say "user” is
shared by "$##5E (specify)” and "BERT % (transiate)”.

Specification of sharing is done by specifying more

than one syntactic heads for the dependent. So the
shering is d d into d dency relations.
Useful inforsation on dependency relation is gotten

from the user’'s specification of scope and so on, but
this paper discusses learning from correction operation
for dependency and cese only.

3, Learning Mechanism
Proposed learning mechaniss is as follows.

3.1 Learning Process

(1) PIVOT analyzes a source sentence.

(2) PIVOT displays the analysis result.

(3) A user corrects mistekes in the analysis result.

(4) After the user finishes making corrections, PIVOT

translates the sentence again.

PIVOT asks the user whether transiation has been a

success or not,

(6) If the translation is a success,
analysis result together with the instruction

&

pei

PIYOT stores the
iten
into an association database. If the translation is
& failure, PIVOT does nothing further.

3.2 Applying Process

(1) PIVOT analyzes a source sentence.

(2) If there is ambiguity at a certain stage of
analysis, PIVOT retrieves data
database.

PIVOT compares the possible analysis structures of
the given sentence with the analysis results
accumulated in the association database.

PIVOT selects the analysis structure that matches
with the analysis results accumulated in the asso~
ciation database. If no matching occurs, PIVOT
selects one structure by further application of the
analysis rules.

in the association

3

=

)

<

PIVOT learns correct analysis structures related to
user's instruction. The smallest wunit of PIVOT's
analysis structure, that is, the triplet of syntactic
dependent (with particles and voice information), syn-
tactic head (with voice information), and the case
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between them, cowbined with the instruction item foras
the learning unit. The instruction item shows what the
correction has been made on, nemely, case or dependen-
cy correction. Each learning unit is accumulated in the
association databese. The database can be retrieved
with the spelling of the syntactic dependent or head as
the key. The learning unit corresponds to the following
structure.

word2 (Syntactic head)
1
CASEL (Case)
1
yordl (Syntactic dependent)

Exanple of the learning process and the applying
process is shown belov. This is the example of correct-
ing dependency.

[Translation process at the first stagel
Source sentence:
HRARTTIATH-TWERERR,
} (Translation)

Possible analysis structures:

(Analysis structure 1) (Anslysis structure 2)

R look Rz look
/1 VRN
AGT 0BJ AGT INS 0BJ
/ | / [ N
Wiz BE wen Wik W3 I1T B man
he | he opera glasses |
0BJ 0BJ
| |
BoTW3 sing H-Tw3s
t sing
INS
| AGT:Agent
" ie 0BJ:Object

opera glasses INS: Instrusent

If there is ne information in the association
database, sanalysis structure | is selected by further
application of the rules.

Translated sentence:
He looked at the man who is singing with opera
glasses.

[Instruction by User and the Learning Process]
The user corrects the analysis results,

Correction of dependency:

The user changes the syntactic head of "\ 34°71C
(opern glasses)” frow "#oTW% (sing)” to "R#
(look).”

Translated sentence:
lie looked at & singing wan with opera glasses.

Learning:
PIYOT stores the correct analysis structure with
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dependency as the instruction itex in the associstion
database.

B look
AN
INS
AN

130 51C  opera glasses

[Applying process]
PIYOT translates another similar sentence.

Source sentence:
HRART S5 ATRHTOIHERE,
1 (Translation)
Possible snalysis structures:
(Analysis structure 1) (Anatysis structure 2)
R look B leok
7 7 bN
AGT 0BJ AGT INS O0BJ
Ve | / 1 N
Fhix % woman X I IIT L% woman
I I I opers glasses |
08J 08J
| |
FoTWE  laugh Ko TW% leugh
I
NS
|
I Ire
opera glasses

Database retrievsl:

PIVOT retrieves
database, because there exist two possible enalysis
structures.

information in the association

R look
AN
INS
AN
NIV IXC opera glasses

Matching:
PIVOT succeeds in wmatching, and selects analysis
structure 2.

Translated sentence:
I looked at a laughing woman with opera glasses.

3.3 Matching Methods

The learning mechanism decreases the number of
user’s instructions. The problem is to find the
effective matching method in the learning wechaniss.

¥e made experiments on four types of wmatching
wethods and compared the efficiency of each method.
The watching methods are:
(1) Restricted exact matching
(2) Non-restricted exact matching
(3) Restricted best matching
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(4) Non-restricted best matching

Restricted exact matching is a well-known method.
This wethod is used in many fields now. There is no
study sbout non-restricted exsct matching. Restricted
best matching is a compsratively new method. Experiment
by Niura[4] is the first. There is no study sbout non-
restricted best satching

3.3.1 Restricted Matching and Non-restricted Matching

in restricted matching, the itew in applying process
hes to be the sawe with the instruction ites in
learning. When the itews are different, PIVOT will not
use learned data. For example, if the instruction itew
in learning is case, PIVOT will use the learned
correct analysis structure only for case selection. It
will not use the date for selection of dependency or
translation equivalent of each word

in non-restricted watching, the item in applying
process need not be the same with the instruction item
in learning. For exawple, if the instruction itew in
learning is case, PIYOT will use this learned data for
selection of dependency and transiation equivalent of
each word as well.

The difference between the actions of restricted

matching and non-restricted matching is described below

Consider a sentence with two possible analysis struc-
tures.

(Analysis structure 1) (Analysis structure 2)

wordd vordS
71N VAR
CASE] CASE3 CASE4 CASE]  CASE4
7 | N Vd N
vordl  word3 wordd word! word4
| VAR
CASE2 CASES  CASEB
| / AN
word2 word2 word3

Assume the following analysis structure is already
learned by correcting case

word4
v
CASES
/
word2

Using restricted matching, the system selects struc-
ture 1 with its usual analysis procedure. In this case
data learned by case correction cannot be used in
selection of dependency. Using non-restricted matching
the systex selects structure 2, because the learned
pattern matches with the part of structure 2.

3.3.2 Exact Matching snd Best Matching
Exact watching makes watching only once, while best
matching makes matching several tises. Best watching is
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also called associative reasoning.
The difference of actions between the two methods is
illustrated below.

word2(head)

e
CASEl Let (C1,¥2,K1) stand for the learned
/s structure as shown on the left.

wordl{dependent)

Suppose that the following data is accumulated in
the associstion database through dependency instruc-
tions.

(C4,¥3,¥7)
(C3,¥3,%2)
(€3,¥5,¥7)
(C1,¥2,%6)
(C1,%3,%1)
(C1,¥5,%1)
(c2,¥3,¥6)

Exact matching:
[Assumption]
There are two possible syntactic heads, ¥7 and ¥3
for ¥2.
[Action]
The sssociation database is searched for patterns
(x,¥7,%2) and (x,¥3,%2). (x:don’t care)
Database Search pattern Matching
(C4,¥3,%7)
(C3,¥3,42) (C3==x,¥3=-¥3, ¥2==W2)
Success

(x,¥3,%2)

(C3,%5,%7)
(C1,¥2,%6)
(C1,¥3,%D)
(C1,¥5,%1)
(€2, ¥3,%6)

(C3,¥3,%2) is selected as the correct answer

Best matching:
LAssumption)

There are two possible syntactic heads, ¥7 and W5,
for W2.
[hction]

First, the association database is searched for
patterns (x,¥7,%¥2) and (*,¥5,%2). (x:don’t care)
Database Search pattern Matching
(C4,¥3,¥7)
(C3.¥3,%2)  (x,¥7,¥2)
(x,¥5,%2)

(C3==x,¥31=¥7, ¥2==¥2) Fail
(C3==x,W31=¥5, N2==¥2) Fail
(C3,¥5,%7)
(C1,¥2,¥6)
(C1,¥3,¥1)
(C1,¥5,01)
(C2,¥3,¥6)

In this case, there is no data that exactly matches
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with search patierns. However, there is data (C3,¥3,¥2)
that wmatches with syntactic dependent. The system
retrieves wmore information in the database so as to
decide which of ¥5 and W7 is sore similar to W3.

Searching database for patterns (x,x,W3) and (x,W3,%),
the following data is obtained.

(C4,¥%3,%7)

(€3,¥3,%2) Let this set of data be called
(C1,%3,%1) "database(W3)."”

(€2,%3,%8)

Searching database for patterns (x,x,¥7) and (¥,¥7,%),
the following data is obtained.
(C4,¥3,%7) Let this set of data be called
(C3,¥5,¥7) "database(¥7).”

Searching database for patterns (¥,%,¥5) and (x,¥5,x),
the following date is obtained.
(C3,%5,%7) Let this set of data be called
€1,¥5,%1) "database(W5).”

On the assumption that ¥3 is the sawe as W7, the
systen performs exact matching between database(¥3) and
database(¥7). In the following, [¥31 is regarded as 7.

Database(R3) Database(¥7) Katching
(C4,0¥31,97)  (C4,%3,¥7) Fail
because [¥3]==W71=W3.
(C3,¥5,%7) Fail
(c3,[¥31,%2)
(c1,[¥31,v1)
(c2,¥31,%)

On the assumption that ¥3 is the same as ¥5, the
system performs exact matching between database(W3) and
database(¥5). In the following, [¥3] is regarded as W5.

Dat abase(¥3) Database(W5) Matching

(C4,[N3),¥7)  (C3,¥5,W7)  (C4!=C3,[W3]==W5,¥7==HT)
Fail

(c3,L¥31,%2)

(c1,[¥31, %) (C1,¥5,%1) (C1==C1, [¥3]==¥5, ¥1==¥1)

Success
(c2,[¥31,¥6)

Because the number of watches between database(¥3)
and database(¥5) is larger than that between date-
base(¥3) end database(¥7), W5 is considered to be wore
similar to ¥3 than W7. ¥5 is selected as the head.

3.3.3 Matching Algorithm

Let PDBi(PCi,PHi,PDi,PTi) (1<=i<=n) be = possible
analysis structure, where

PCi: Case, PHi: Head, PDi:Dependent, PTi:lten.
PDB is called "possible analysis structures database”.

Let  ADBk{ACk,AHk,ADKk,ATk) (1<=k<=m) be an associ-
ation database entry, where

ACk: Case, AHk: Head, ADk:Dependent, ATk:Item,
ADB is called "association database”.

Matching algorithe for dependency selection is shown
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below. All PBi's in PDB are supposed to be the same
and wost of PCi’s in PDB ere supposed to be “don’t
care” for ease of understanding.

First Step:

Extract all ADBk's such that PDi==ADk{l<=i<=n, l<zk<
=n) frox ADB and create SADBj(SCj,SHi,SDJ,STj) (l<=j<=
p), where

.8Cj: Case, SHj: Head, SDj:Dependent, STj:Item.
SADB is a subset of ADB.

It nothing is in SADB, stop search and return fail.

Second Step!

(1)Restricted exact matching
Let WORK be an empty database
for i=l ton

for j=l to p
it (SCj==PCi & SHj==PHi & STj==PTi)
then add PDBi to WORK:
endif
end
end
return ¥ORK;

(2)Non-restricted exzct matching
Let WORK be an empty database.
for izl ton

for j=1 to p
it (SCj==PCi & SHj==PHi)
then add PDBi to WORK;
endif
end
end
return WORK;

(3)Restricted best matching
Let ¥ORK1, WORK2 be empty databases.

cnt=0;
for i=1 ton
for j=1 to p
if (SCi==PCi & SHj==PHi & STj==PTi)
then add POBi to WORK1;
endif
else if (SCi==PCi & SHj!=PHi & S§Tj==PTi &

¥ORK1==NULL)
then
/% Calculate the similarity between
SHj and PHi. */
extract all ADBk's such that
AHk==SHj or ADk==SHj (1<=k<=n)
and create database X;
extract all ADBk's such that
ARk==PHi or ADK=PHi (1<=k<=x)
and create database Y;
sssuse SHi==PHi and perforam restricted
exact matching between X and Y;
Let cntl be the nueber of matched
entries between X and Y
it (cntl1>0 & ontl==cnt)
then add PDBi to WORKZ;
endif
/x Cnt is the largest number of watches
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uade between X and Y, showing the
degree of sisilarity between them. */
else it (cntl>ent)
then
ent=entl;
clesr YORK2;
add PDBi to WORK2:
endif
endif
end
end
1t (WORK1 != KULL)
then return WORKI;
endif
else return WORKZ;

(4)Non-restricted best matching

The algorithe is the same as (3) except that non-
restricted exact matching is performed between X and Y
ingtead of restricted exact matching.

if more than one entries are in ¥ORK
or WORK1, the system will select one that is most
recently stored by the user’s instruction. If ¥ORKZ has
wore than one entries, one entry will be selected by
further application of the rules.

In the above,

Matching algoritha for case selection is similar to
that for dependency selection.

4. Experiments

Experiments have been made to eveluate the effect
of learning mechanism described in Section 3 by simufa-
tion. In the experiments, the instruction items were
limited to case and dependency.

A total of 1565 sentences were coilected from six
kinds of technical manuals, These sentences were trans-
leted with PIVOT/JE. Using the analysis editing func-
tion stated previously, correction of wistakes in
dependencies and cases were xade.

After all errors in the snalysis results of the
vhole text were corrected, correction information for
cese and dependency was extracted and put into a file
A tool which simulates learning wechanism was prepared
After reading the file which stores the correction
information, it counts the number of corrections to be
wade in each of the following cases: no application of
the learned data, application with restricted exact
watching, eapplication with restricted best
application with non-restricted exact matching and with
non-restricted best matching.

xatching,

The results are shown in the table and the graph
below. The value is the sum of the estimated number of
the corrections and the estimated number of the recor-
rections needed to cancel the secondary effect
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Table 1
n Nusber of Sentences
X ¥Yithout Learning
O Restricted Exact Matching
A Restricted Best Matching
@ Non-restricted Exact Matching
A HNon-restricted Best Matching
Text 1] Text 2 [ Text 3| Text 4{ Text b{Text 6
n 220 456 713 920 1138 1565
X 112 220 345 372 447 760
] 81 137 236 262 30t 576
Jay 76 127 217 243 271 414
® 78 131 232 251 289 524
A 77 123 218 238 266 380
Graph 1
» 808
o x
° 708
e
o 680 o
u .
« Hea
<] x
[
© 488 ) R
P X
o 368 ¥
¥
[N x 2
o 288
ra} .
1
X
£ 1007 X
4
4] T T T
a 468 888 1288 1688
Number of Sentences

The results are shown in order of effectiveness
| non-restricted best matching
2 restricted best matching
3 non-restricted exact matching
4 restricted exact matching
5 without learning

Non-restricted best matching
among the five wethods.

is the wost effective

5. Conclusion

This paper discussed the learning wmechaniss for
dependency and case corrected by the user. The learned
data is accuculated in the association database. Four
types of matching methods that are used in the spplying
process were examined.
restricted best matching
the four types.

The learning wmechanism discussed above is also
effective for selection of a transletion equivalent.
This mechanism will be incorporated in PIVOT, taking
over the current learning wechanise for selection of
translation equivalents.

The simulation shows that non-
is the most effective among
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