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Abstract

For practical research in natural language processing,
it is indispensable to develop a large scale semantic
dictionary for computers. It is especially important
to improve the techniques for compiling semantic dic-
tionaries from natural language texts such as those in
existing human dictionaries or in large corpora. How-
ever, there are at least two difliculties in analyzing
existing texts: the problem of syntactic ambiguities
and the problem of polysemy. Our approach to solve
these difficulties is to make use of translation exam-
ples in two distinct languages that have quite different
syntactic structures and word meanings. The reason
we took this approach is that in many cases both syn-
tactic and semantic ambiguities are resolved by com-
paring analyzed results from both languages. In this
paper, we propose a method for resolving the syntac-
tic ambiguities of translation examples of bilingual
corpora and a method for acquiring lexical knowl-
edge, such as case frames of verbs and attribute sets
of nouus.

1 Introduction

[t has become widely accepted that developing a large
scale semantic dictionary is indispensable to future
natural language rescarch. In recent years, several
research activities for compiling semantic dictionar-
ies for natural language processing have heen under-
taken, One of the approaches in this research is at-
terapts to compile dictionaries by hand. Japan Elec-
tronic Dictionary Research Institute (1XDR) is now
compiling conceptual dictionaries(5] by hand with
the help of softwarc tools. Information--technology
Promotion Agency (IPA), Japan, has also compiled
TPA Lexicon of the Japanese fLanguage for computers
(IPAL)[4]. TPAL has 861 entries for basic Japanese
verbs. Cyc project attempts to assemble a mas-
sive knowledge base covering human common-sense
knowledge[7]. However, this approach sufters from

*The authors would like to thank the editorial staff of Ko-
dansha for permission to use the data of Japanese-Linglish dic-
tionary, and also thank Dr. Shouichi YOKOYAMA, ETL, aud
Prof. llozumi TANAKA aund Dr. Takenobu TOKUNAGA,
Tokyo Institute of Technology, for providing us the data of
Japanese-English dictionary. ‘This work is partly supported by
the Grants from Ministry of Fducation, #03245103.
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problems such as a huge anount of manual labor,
difficulties in extending the dictionaries, unstable re-
sults, and so forth.

Another approach is to compile dictionaries us-
ing some techniques of lexical knowledge acquisition.
One such approach is to extract hicrarchical rela-
tions or a thesaurus of conceptual items from human
dictionaries in an automatic way. Tsuruinaru et al.
studied to construct a thesaurus of nominal concepts
from noun definitions{13]. Tomiura et al. also ex-
tracted superordinate-subordinate relation between
verbs fromn the defining sentences in IPAL[12]. Be-
sides these researches, there are other several research
activities for lexical knowledge acquisition, which syn-
tactically analyze the sentences n large corpora and
attempt to extract lexical knowledge from statisti-
cal data (3] [1]. Most of the works undertake shallow
analysis of texts and they extract only superficial lex-
ical information.

For the development of the technigues of knowledge
acquisition from natural language texts, it is very im-
portant to improve the latter approach of compiling
semantic dictionaries by computer programs. How-
ever, thore are al least two basic difficulties in this
approach.

1. The problem of syntactic ambiguities

When analyziug a sentence, syntactic ambiguities
often retnain. S0 1t is not casy to obtain correct
parsed results automatically.

2. The problem of polysemy

It often happeus that one word has several mean-
ings and corresponds to several concepts. So it is
not easy to associate oue surface word with one
correct conceptual itenn.

Our apuroach to solve these difficulties is to make
use of translation examples in two distinct languages
that have quite different syntactic structures and
word meanings (such as Fnglish and Japanese), and
to compare analyzed results from each language. In
many cases, the two languages have different types
of syntactic ambiguities, and comparison of syntactic
structures of both languages helps to resolve the am-
biguities. Also, a pair of bilingually equivalent surface
words helps to associate the words with conceptual
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words helps to associate the words with conceptual
items, because the intersection of conceptual items
that each surface word has could be considered as
one conceptual item[11] [2]. For example, in the case
of the translation example given in Example 1, both
syntactic and semantic ambiguities are resolved.

Example 1

E: I hung my coat on the hook.
I FA(I) ¥ (topic) L4 (coat) % (case-marker)
¥ (hook) i< (case-marker) 2} 7= (hung)o

1. Syntactic disambiguation

The English sentence in bxample 1 is syntacti-
cally ambiguous because the prepositional phrase
“on the hook” can modify both the verb “hung”
and the noun phrase “my coat” using grammat-
ical knowledge only. On the other hand, in the
Japanese sentence, the phrase “2* ¥, {2 can mod-
ify nothing but the verb “#°4¥72”. Thus, if
knowledge about word equivalence pairs such as
(I,&L), (hung, 372 ), (coat, 135 ), (hook, H* &)
are available from bilingual dictionaries, the ambi-
guity of pp-attachment is resolved by syntactically
matching the structures of the two sentences.

2. Semantic disambiguation

The verb “*} %" in the Japanesc sentence is a
typical Japanese polysemy. This verb has six sub-
entries in a Japanese dictionary that has about
70,000 entrics, and ten English equivalent verbs
(“hang”, “spend”, “play”, etc.) in a Japanese-
English dictionary that has about 50,000 entries.
So, it is not easy to associate the surface word
“p¥ %" with its exact meaning. However, with
the translation example, the corresponding En-
ghish verb such as “hang” helps to find the mean-
ing of the Japanese verb “M*} %",

In this paper, we proposc a method for resolving
the syntactic ambiguities of translation examples in
bilingual corpora and a method for acquiring lexi-
cal knowledge, such as case frames of verbs and at-
tribute scts of nouns. In our framework, first a pair
of sentences of both languages are syntactically ana-
lyzed'and translated into feature descriptions, which
represent dependency structures of the phrases in the
sentences. Although feature descriptions are gener-
ated by grammatical knowledge only, they are quite
suitable to represent case frames of verbs. Then these
feature descriptions of the two languages are com-
pared, or unified, using knowledge about word equiv-
alence from bilingual dictionaries. In this matching
process, one word in the English sentence could be
equivalent 10 several words in the translated Japanese

! The Japanese morphological analyzer has 14 part of speech
and about 36,000 words. The English dictionary contains
about 55,000 words. The current Japanese and English gram-
mars consist of 85 DCG rules and 135 DCG rules.
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sentence. Also one word in the Japanese sentence
could be equivalent to several words in the translated
English sentence. In order to realize the matching
process between two languages including these sev-
eral word equivalence cases, we introduce a unifica-
tion algorithm based on sets of compatible pairs of
atomic values and feature labels in Chapter 2.

In Chapter 3, we statistically evaluated the process
of syntactic disambiguation. The success ratio of dis-
ambiguation is about 63~68 % for translation exam-
ples in a Japanese-English dictionary. At present, we
have already collected about 50,000 translation exam-
ples from a machine readable Japanese-English dic-
tionary (Kodansha Japanese-English Dictionary {10])
and an English learners’ textbook. We have extracted
case frames for several verbs as a simple experiment.
The results are described in Chapter 4.

2 Unification of Feature De-
scriptions of T'wo Languages

2.1 Unification based on Sets of Com-
patible Pairs of Features and Val-
ues

In our framework of sentence analysis, a sentence in
each language is parsed and translated into feature
descriptions, which represent dependency structures
of the phrases in the sentence. In this section, we ba-
sically use and extend Kasper and Rounds’ notation
of feature description logic (FDL [6]) to describe our
unification algorithm of feature descriptions, except
that we don’t use path equivalence.

When unifying feature descriptions of two lan-
guages, knowledge about word equivalence taken
from bilingual dictionaries is used to decide whether
an atomic value of one language is compatible with
an atornic value of the other language. This is also
the case with feature labels. Knowledge about word
cquivalence from bilingual dictionaries can be re-
garded as knowledge about compatibility of atomic
values and feature labels of feature descriptions.
From this standpoint, we introduce a unification al-
gorithm based on sets of compatible pairs of atomic
values and feature labels,

Data Structure

Let A and I be sets of symbols used to denote atomic
values and feature labels. Let C4 and Cy, be sets of
compatible pairs of atomic values and feature labels.
That is, C4 is the set of pairs of atomic values such as
(aia5)(ai, a5 € A), where a; and a; are consistent and
unifiable, and Cy, is the set of pairs of feature labels
like {4,/;)(§i,1; € L), where {; and I; are consistent
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and unifiable?-3.
The syntax for formulas of the FDI with Seis of
Compatible Pairs (FDLC) is given below.

NIL denoting no information

Tror denoting inconsistent information

a where a € A, to describe atomic values
(ai,a;) where a;,a; € A and {a;,¢;) € Cy,

to describe pairs of atomic values
) where [ € L and ¢ € FDILC,

to describe structures in which the feature

labeled by ! lias a value described by ¢

(i, 1;y 1 ¢ where I;,1; € L and (i, ;) € O,
and ¢ € FDLC,
to describe structures in which the feature
labeled by (&, {;} has a valuc described by ¢
dAY where ¢,y € FDLC

Uuification Algorithm

Because of the compatibility sets, there i1s not nec-
essarily a unigue most general uunifier of two feature
descriptions. When applying this algorithm to unify
feature descriptions between two languages, we col-
lect all possible unified feature descriptions and find
the most overlapping unifier by a scoring function,
which is introduced later. The following definition of
UNIFY returns one possible unified feature descrip-
tion. We collect all possible unified feature descrip-
tions.

Function UNIFY(f,¢) returns one possible
unified feature description:
where f and g are fealure descriplions.

1. If f = NIL, then return g
2. Else if y = NI, then return f
3. Vlseif f =TOP or g =T0P,
then return 7'0 P
4. Elseif f,g€c AUC, and f=¢
then return f(=g)
. Elseif f,g € A,
if (f,9) € C4, then return {f, g)
else return 70 P
end.
6. Blseif f=1:a5and g=1: a4
andle€ LUCy,
if ((agg:= YUNIFY(ay,ay),
then return ! : a;q
else return 'O P

end.

[

2These compatibility sets do not necessarily define equiv-
alence relations of atomic values and feature labels, i.e., they
do not satisfy the transitive and symmetric laws. They are
rellexive, aud {a,a) and (i,1) are identified as a and {.

31n fact, in the case of the unification of feature descriptions
of two languages, a; of {a;,a;){€ C4) is an atomic value of one
language and a; is an atomic value of the other language. This
is also the case with I; and I, of {I;,1,)(€ C,).
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7. Flseif f=1y:apand g=1;:a,
and (l;, lg) €Cy,
and ( ayy = JUNIFY{ay,ay),
then return {{;,lg) : ay,
8. Flseif f=finf
and (L h, fr, gr 3 = JUNIFY-CONIJ(f,g)
and ( h, := YUNIFY(f,,gr),
then return A A b,
9. Elseif g = g1 A g2, then return UNIFY(y, f)
10. Blse return fA g
end.
I'unction UNIFY-CONJ(f,9) returns one
possible 3-tuple of feature descriptions <
h, fe,gr 3> where f and g are feature descrip-
tions, and h is a unified fealure description,
and fy, g are rest parts of f, ¢ that are not
used to generate h.
LI f=fiAf,
(€ by frrge 3 =)UNIFY-CONI(fy, g)
and return € h, fy A f2, 90 >
or
( <k, fr,90 % =)UNIFY-CONI(f2, g)
and return < b, fi A fr g0 >
2 Elseifg=mn Ag
and ( € h, gy, f, 3:=)UNIFY-CONI(y, f)
then return <€ A, fr, 9. >
. Blse ( b= YUNIFY(f,g)
and return € A, NIL NIL»
end.

2.2 Unification of ¥Feature Descrip-
tions of Two Languages

Feature Descriptions of translation examples of both
languages are generated by syntactic analysis, A
translation example is given in Example 2.
Example 2

E: I wrote a letter with a pencil.

J: A (1) b (topic) $0ME (pencil) ¢ (case-marker)

T (letter) % (case-marker) WA/ (wrote)o

From the Fnglish sentence of this example, two fea-
ture descriptions below are generated becaunse of the
ambiguity caused by pp-attachment.

pred : write
tense : past
subjy : { pred: ]

obj : [ pred : leller }
spec:a

with - [ pred : pencil }

spec:a

pred : write

tense : pust

suby : [ pred : 1 ]
pred : letter
. spec:a

oby : ¥

with - pred : pencil ]

spec:a
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From the Japanese sentence, the following single fea-
ture description is generated.

pred : ®<

lense : past

| pred: # ]
% | pred: T
T | pred: S5

Set of Compatible Pairs of Atomic Values

Knowledge about word equivalence is extracted from
bilingual dictionaries in order to construct C4. First,
for cach word in the English sentence, equivalent
Japanese words are extracted from Inglish-Japanese
dictionaries, and for each word in the Japanecse sen-
tence, equivalent English words are extracted from
Japanese-English dictionaries?.  Using this knowl-
edge, any possible pairs of equivalent content words®
that are included in the original sentences are col-
lected, and Cup, the set of these equivalent (i.e.
compatible) word pairs, is constructed. Then for all
other content words Wy peny in the English sentence
and Wy pyap in the Japanese sentence, any possible
pairs (Wnpeng, Whpjap) are collected, which com-
prise Canp. Finally, Cy4 is defined as Cyp U Cunp.

In the case of Example 2, Cyup, Canp and Cy4 are
shown below. Cxp and Cynp are constructed only
for the content words, so in this case Cayp is @ (an
empty set).

Cap = {(write, B ), (I, B), (letter, FAK), (pencil, 5%},

Canp =8, Ca=CapUCanp

Set of Compatible Pairs of Feature Labels

In our framework of unification between two lan-
guages, we assume that the set of compatible pairs
of feature labels, Cp,. is constructed based on sta-
tistical data. That is, cach feature label pair (&, ;)
in Cy, has a probability p;;(0 < p;j < 1) calculated
from statistical data. This pi; represents the proba-
bility that the semantic role of feature {; in a specific
feature description of one language is the same as
that of feature I; in another specific feature descrip-
tion of the other language. For example, for a specific
English-Japanese verb pair (write, # < }, the feature
label pair (subj, #*) is assumed to have a probabil-
ity P,usj, - And for another English-Japanese verb
pair (read, 3L ), the feature label pair (subj, #%) is
assumed to have another probability ¢,s;, 4.

Since we are at the starting point of our project
of lexical knowledge acquisition, we initially assign 1
to the probability of each feature label pair, except

4At present, we use & Japanese-English dictionary only,
which has about 50,000 entries.

“Words are divided into two categories: content words and

functional words. Content words are ones which can be the
head of a phrase, such as nouns and verbs.
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for pairs that are known not to have the same case
role from some grammatical knowledge. These ex-
ceptional pairs are not contained in Cg, i.e., their
probabilities are 0. In fact, for the purpose of lexical
knowledge acquisition, it is sufficient to assume the
probability as 1 or 0, because we need credible results
for extracting lexical knowledge about the usages of
words.

The Most Overlapping Unifier

The scoring function SCORE(h) calculates the va-
lidity of a unified feature description h. This func-
tion returns a 2-tuple of real numbers®, (21, 2q)
(21,22 € R(set of real numbers)), where z; is the
number of word pairs extracted from bilingual dictio-
naries and contained in the unified feature descrip-
tion, on the other hand z, is the number of word
pairs also contained in the unified feature descrip-
tion but not extracted from bilingual dictionaries.
More precisely, x; corresponds to the number of word
pairs (Wp,,,, Wpjap) in the unified feature descrip-
tion that are elements of C4p, and z; corresponds
to the number of word pairs (Wxpeng, Wnpjap) in
the unified feature description that are elements of

Canp-
The order among scores is defined as follows:

{x1,22) is greater than (3, 1)

L 21 >y or (21 = 1,22 > ya)

The most overlapping unifiers are the ones with the
greatest score. The complete definition of the scoring
function is given below.

Function SCORE(A) returns {z,, x5} (z1, 29 €
Riset of real numbers)):
where h is a unified feature description.

1. { A € Cap, then return (1,0)

2. Elseif h € Cawnp, then return {0,1)

3. Elseif h =1:a where l € LUC}, and
a € AUC, and SCORE(a) = (21, x2),
then return
{SCORE.(}) x £;,SCOREL({) x z2)

4. Else if A = hy A hy where hy, k2 € FDLC
and SCORE(h) )= (z11,z12)
and SCORE(hz)= (221, z22),

then return (z11 + 21, 212 + 122)
5. Else return (0,0}
end.

Function SCORE(!) returns the probability
of I: wherelec LUCY

1. If € L, then return 1
2. 1€ Cy, then return the probability of {

Since the probability of a feature label pair is 1 or 0, 71
and z; are integers at present.
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Fxample

The results of unification and scoring of Example 2
are as below.

score == (4,0)
[ pred : (write, B { )
tense : past
(subj, i) [ pred: (1,8 ) |
. | pred: (letter, FHK)
(obi, %) : [ spec i a
(with, ) : [ pred : (pencil, A8 ) ]

spec:a

score = (3, ())

[ pred : (write, #< )

tense : past

(subj, 12 ): [ pred : (I, %A );
pred : {letter, TH)

spec:a

with : [ pred : pencil }

spec i a
| ¢ [ pred : $HE ]

(obj, %)

The prepositional phrase “with ¢ pencil” modifies
the verb “wrote” in the upper featurc description.
The score of the upper fcature description is greater
than that of the lower one. So in this case, the upper
one is regarded as the correct case frame example for
the pair (write, %< ).

3 Syntactic Disambiguation:
Experiment and Evaluation

In order to evaluate how well syntactic ambiguities of
translation examples are resclved, we made an exper-
iment of syntactic disambiguation using 189 transla-
tion examples extracted from a Japanesc-English dic-
tionary. Firstly, each sentence of a translation exam-
ple is syntactically analyzed and translated into fea-
ture descriptions. For 44 translation examples, syn-
tactic analysis of the Japanese or English sentence
is failed. I'or those which are successfully analyzed,
the average number of feature descriptions generated
from one sentence is 4.4 for Japanese and 17.1 for En-
ghsh. Secondly, these feature descriptions are unified.
After this process of syntactic disambiguation, from
86 translalion examples, a unique case frame of the
unified verb pair of Japanese and English is acquired.
Calculating from this result, the success ratio of ac-
quiring unified case frames of verbs, (the number of
translation examples such that a unigue vnified case
frame of verbs is acquired from each translation examn-
ple)/ (the number of translation examples such that
each sentence is successfully analyzed), is 86/145 =
59.3%. And the success ratio of syntactic disambigua-
tion, (the number of sentences such that a unique
case frame of the verb is acquired from more than
one feature descriptions)/ (the number of sentences
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such that more than one feature descriptions are orig-
inally generated), is 70/103 = 68.0% for Japanese,
and 84/133 = 63.2% for English.

4 Lexical Knowledge Acquisi-
tion of Verbs

4.1 Acquiring Case Frames of Verbs

As described 1n 2.2, a feature description unified be-
tween English and Japanese i3 as below.

pred : (write, )

tense : past

{suby, 4 ) : [ pred: {1, %h) ]
pred : {letter, T4 )

(ob, %) : spec i a
(with, T : pred : {pencil, S48 )
Wikl ‘| spec:a

This feature description tells that the verbal con-
cept represented by the pair of the English verb
“orite” and the Japanese verb “B<{” have at least
three cases that arc marked by some syntactic in-
formation and some surface functional words such
as (subj, t3 ), (obj, % ), {with, T ). It also tells that
each case takes a certain nominal concept represented
by the pair of Fnglsh and Japanese words, such as
(I,K.), (letter, T4 ), (pencil $R%E ). Once a large
amount of this kind of data is collected, statistical
data about case frames of verbs can be extracted,
making use of a thesaurus of nominal concepts’. In
the remainder of this section, we will illustrate a gen-
eral procedure for acquiring case frames of verbs.

Let us start with a collection of a large amount
of unified feature descriptions like above for a specific
Japanese verb V,. Suppose that we want to get possi-
ble case frames of this verb. By a case frame, we mean
something like a feature description for this verb, con-
sisting of surface cases each of which is marked by a
postpositional particle py and sorme specific semantic
categories taken from a thesaurus like BGIL. Usually,
a verb has several distinct case frames. However, it is
not easy to extract those case frames automatically
only from the collected unified feature descriptions.
So the systemn finds critical points to distinguish pos-
sible case frames for a verb using some heuristics,
then it asks the human instructor whether the dis-
tinctions of case frames are correct. These heuristics
and human interactions are surmnarized as follows.

7TAt present, an on-line thesaurus called ‘Bunrui Goi
Hyou'(BGH)([8] is available for Japanese. BGH has a six-
layered abstraction hierarchy and more than 60,000 words are
assigned at the leaves. At the present siage, it is not cer-
tain whether this thesaurus is reliable enough for our initial
research target of acquiring case frames of verbs. It is, how-
ever, the most yrecise and broad covering Japanese thesaurus
obtainable for us, currently.
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Heuristics

1. Semantic Calegory in « Thesaurus

First, collect the nouns marked by py in a fea-
ture description of the verb V) from the set of
unified feature descriptions. Then mark each col-
lected noun in the thesaurus. If the most specific
common layer of the marked nouns is low enough,
then we assume that the case marked by p; takes
a noun of the semantic category that corresponds
to that layer. But if the most specific common
layer is higher than a predetermined layer®, the
information provided by that layer is too general
for the semantic categories of the case marked by
ps. Yor instance, it is quite rare that both an ani-
mate concept and an abstract concept can be the
subject of a certain verb. Such a case strongly
suggests that the verb has at least two distinct
conceptual meanings or two distinct case frames.
It then becomes necessary to classify the marked
nouns in the thesaurus.

2. Bilingual Intersection of Concepts

Some of the heuristics come from the advan-
tages of bilingual intersection of concepts, which
we have already shown in Chapter 1 as seman-
tic disambiguation. Tor a Japanese verb V; and
its case marked by a postpositional particle py,
suppose that unified feature descriptions such
as [ pred:(Vp1,Vs), (lg1,ps)(Ngi, Ny} ] and
[ pred:(Vea, Vi), {lg2,ps):{Ng2, Ny2) | are ob-
tained. Both of these two feature descriptions
have a feature label p; for Vy. However, if Vi
and Vg, are different verbs or {g; and gy are
different feature labels, these two feature descrip-
tions may be classified into different case frames
of the verb V;.

3. Correlation of Cases

Another heuristics are related to sentence pat-
terns of verbs. Sometimes the case marked by
ps has a correlation with other cases in sentence
patterns. If the correlations between cases are de-
tected, then it helps the classification, and some
sentence patterns (or case frames) of the verb V;
will be acquired.

Human Interactions

As described above, the system can find critical points
to distinguish possible case frames for a verb by those
heuristics. The system, however, cannot determne
the distinction only with positive data collected from
examples. The main purpose of human interaction
is to obtain negative examples. The system asks the
human instructor whether a case marked by py, and
another case marked by pjs can co-occur or not. If

8The predetermined layers depend on the thesaurus we are
dealing with.
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Table 1: Semantic Marker of IPAL
CON concrete ABS abstract
ANI animal ACT action
HUM human MEN mental
ORG organization LIN | linguistic products
PLA plant CHA character
PAR parts REL relation
NAT natural LOC location
PRO products TIM time
QUA quantity
PHE | phenomenon ]| DIV diverse

Table 2: Acquired Case Slots for “B < (write)”

[ CascSlots [ Sem. Mark. [ Freq. | Examples
(subj, W& - 3%y | HUM 95 L4 0)
(obg, 1 - %) REL, FH (letter).
{[subj, passive], QUA, 153 | 1 (name)
13- 2) LIN
{with, T) PRO 10 2 (pen)
{in, T LIN, B (kanji)
REL 28 3%, (form)
[ {eacy T PRO__ [ 16 # (paper) |

[~ (o) [ HOM | 13 | K(father)

they cannot co-occur, then the system learns that Vj
has at least two sentence patterns (or case frames)
and that one of them has the case marked by py; and
the other has the case marked by py,. An example
of human interactions of this type is shown in next
section.

It is often said that hand-made semantic dictio-
nary contains quite unstable data, which means that
it strongly depends on the human composer. In or-
der to acquire stable lexical knowledge base, we de-
cided to limit human interactions to yes-no type of
questions and answers, such that the system asks the
human instructor whether something is true or false
so that he can answer only yes or no.

4.2 Examples and Evaluations

We have collected about 50,000 translation exam-
ples from a machine readable Japanese-English dic-
tionary and an English learners’ textbook. In this
bilingual corpus, about 70 distinct Japanese verbs ap-
pear in more than 100 examples. We have obtained
unified feature descriptions for several verbs which
appeared more than 200 times. From them we have
gotten some case frames. In this experiment we used
the set of semantic markers defined in IPAL [4], listed
in Table 1.

Table 2 shows the case slots of “B < (write)” ex-
tracted from 207 translation examples. In the process
of extraction, bilingual feature label pairs are quite
useful to find different case slots that are marked by
the same postpositional particle in Japanese. In order
to acquire case frames of the verb “W < (write)” from
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Table 3: Acquired Case Frames for “BF < (wrile)”

Case Frame | Case Frame 2 ]
[~ (on) PRO Iz (10) HUM
W A (suby) | UM X5 (subj) | HUM
i % (oby) REL, % (oby)

[ N ¢ QUA, [ 3 A LIN
[subj,passive]) | LIN {subj, passive])

T (with) PRO T (with) PRO

T (1n) LIN, T (in) LIN,

REI REL

the extracted case slots, the system asks the human
instructor about the possibilities of the co-occurrence
of the case slots that do not co-occur in the trans-
lation examples by coniposing sample phrases. The
questions and answers are as follows.

QUESTION 1 :

Can 1 say

4 (pen) C (with) Wik (English) T (in) &< (write)” ?
v e — YRS,

QUESTION 2 :

Can I say

“hy —F (card) T (on) % (father) V2 (to) B < (write)” ¢
e L NO.

~y

The postpositional particie “Z
different cases of the verb “Bf < (write)” in Japanese
sentences. One of themn represents things on which
something is written like in “write something on «a
sheet of paper”, and the other represents someone to
whom a correspondence is written, like in “wrile a

is used to mark two

letier to a lover”. The difference of these two usages
is clear by the bilingual feature label pairs (on, IZ)
and {to, {Z). The humnan instructor answers that only
these two case slots cannot co-occur. Then two case
frames arc obtained as in ‘Table 3.

This simple experiment suggests that it is quite
possible to acquire case frames of verbs from bilingual
corpora if enough translation examples are available.
Actually, on the assumption that 200 translation ex-
amples are necessary for acquiring case frames of one
verb, 100,000 translation examples are necessary for
70 verbs. If a bilingual corpus of 1,000,000 transla-
tion examples is obtained, it is possible to compile
a semantic dictionary with the same scale as IPAL
through a little interaction with a human instructor
for each verb. We think it possible to construct a
bilingual corpus of that scale or more in the near fu-
ture,

5 Concluding Remarks

We have proposed a method for resolving the syntac-
tic ambiguities of translation exainples of bilingual
corpora and a method for acquiring case frames of
verbs. At present, we are extending our prototype
system for acquiring case frames of verbs, and the
detail of the extended system will be reported in the
future. We believe that the proposed method is appli-
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cable to several other problems as well. One of them
is to acquire features of noninal concepts. We are at
the moment looking at some specific nominal expres-
sion “A ¢ B” in Japanese, corresponding literally to
“B of A” in Einglish. That expression specifies a vari-
ety of relationships of noun phrases, which are often
stated in different expressions in Inglish. They will
help to acquire typical attributes of nominal concepts
from bilingual corpora. Qur method is also useful to
collect parsed translation examples for example-based
translation [9] aud to acquire translation patterns be-
tween two languages,
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