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Abstract

"This paper describes an empirical study on the op-
timal granularity of the phrase structure rules and
the optimal strategy for interleaving CF'G parsing
with unification in order to implement an efficient
unification-based parsing system. We claiin that us-
ing “medium-grained” C¥G phrase structure rules,
which balance the computational cost of CFG parsing
and unification, are a cost-effective solution for mak-
ing unification-based grammar both eflicient and easy
to maintain. We also claim that “late unification”,
which delays unification until a comnplete CFG parse
is found, saves unnecessary copies of DAGs for ir-
relevant subparses and improves performance signifi-
cantly. The effectiveness of these methods was proved
in an extensive experiment. The results show that, on
average, the proposed system parses 3.5 times faster
than our previous one. The grammar and the parser
described in this paper are fully implemented and
used as the Japanese analysis module in SL-"T'RANS,
the speech-to-speech translation system of ATR.

1 Imntroduction

Unification-based framework has been an area of ac-
tive research in natural language processing. Unifi-
cation, which is the primary operation of this frame-
work, provides a kind of constraint-checking mecha-
nism for merging various information sources, such
as syntax, semantics, and pragmatics. "T'he computa-
tional inefficiency of unification, however, precludes
the development of large practical NLP systems, al-
though the framework has many attractive theoretical
properties.

The efforts made to improve the efficiency of a
unification-based parsing system can be classified into
four categories.

= CI'G parsing algorithm
e Graph unification algorithmn
e Grammar representation and organization

e Interaction between CFG parsing and unification
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There have been well-known cflicient CT'G parsing
algorithms such as CKY [Aho and Ullman, 77], Ear-
ley [Barley, 70], CHART [Kay, 80], and LR [Aho and
Ullman, 77] [Lomita, 86]. 'There have also been sev-
cral recent in-depth studies into efficient graph uni-
fication algorithins, whose main concerns have been
either avoiding irrelevant copies of DAGs [Karttunen
and Kay, 85) [Pereira, 85] (Karitunen, 86] [Wrob-
lewski, 87] [GGodden, 90) [Kogure, 90) [Tomabechi,
91] [Bmele, 91], or the exhaustive expansion of dis-
Junctions into their disjunctive normal forms {Kasper,
87] [Kisele and Dérre, 88] [Maxwell and Kaplan, 89]
[Dérre and Eisele, 90] [Carter, 90} [Nakano, 91].

There has, however, been little discussion regarding
the optimal representation of a grammar, or linguis-
tic knowledge, in the unification-based framework,
from the engineering point of view. Grammar or-
ganization is highly flexible, as the unification-based
framework uses two different forms of knowledge rep-
resentation; atornic phrase structure rules and feature
structure descriptions. Method selection greatly af-
fects both the computational efficiency and the main-
tenance cost of the system. There has also been little
discussion regarding optimal interaction between the
CFG parsing process and the unification process in
unification-based parsing, which also greatly aftects
overall performance.

[lere we introduce the notion of granularity, and
suggest medium-gratned phrase structure rules, in
which morpho-syntactic specifications in the feature
descriptions are expanded into phrase structure rules.
We claim that it reduce the computational loads of
unification without intractably increasing the number
of rules, and it is optumal in the sense that it satis
fies both efficiency and maintainability. We also sug-
gest lale unification as another solution to the copy-
ing problem, as it avoids unnecessary copies of irrel-
evant subparses by delaying unification until a com-
plete CI'G parse is found.

In the following sections, the design and implemen-
tation of the medium-grained phrase structure rules
is explained, then the implementation of the fate uni.
fication is illustrated, and finally the effectivencss of
the proposed methods is proven in experiments,
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Granularity of Phrase Constraints in Phrase Constraints in Number of Phrase
Structure Rules Structure Rules Feature Descriptions | Structure Rules
Extremely-Coarse-Grained weak very strong 1~ 10
Coarse-Grained medium strong 10 ~ 100
Medium-Grained strong medium 100 ~ 1000
Fine-Grained very strong weak 1000 ~

Table 1: Granularity of phrase structure rules characterized by the number of rules and the strength of linguistic
constraints in the phrase structure rules and the feature descriptions

2 The Granularity of Phrase
Structure Rules

2.1 Granularity

Phrase structure rule granularity has been intro-
duced to refer to the amount of linguistic constraints
specified in the atomic CFG phrase structures rules
without annotations. The rule granularity spectrum
has been classified into four categories as shown in
Table 1, using the number of grammar rules as a mea-
sure.

Unification-based grammars, in general, are char-
acterized by a few general annotated phrase structure
rules, and a lexicon with specific linguistic descrip-
tions. This is especially true for HPSG [Pollard and
Sag, 87] and JPSG {Gunji, 87], which are to be cat-
egorized as extremely-coarse grained, as they drasti-
cally reduce the number of phrase structure rules into
two for English and one for Japanese, respectively. In
these frameworks, the only role of the phrase struc-
ture rules is to provide a device for combining a head
with its complement. Most linguistic constraints are
stored in the feature descriptions.

Coarse-grained rules have been characterized as
a grammar consisting of atomic phrase structure
rules with medium constraints, and feature descrip-
tions with strong constraints. Medium-grained rules
have been characterized as a grammar consisting
of atomic phrase structure rules with strong con-
straints, and feature descriptions with mediuin con-
straints. Medium-grained rules differ from coarse-
grained rules in that they include morpho-syntax in
the phrase structure rules, while coarse-grained rules
include them in the feature descriptions. This means
that medium-grained rules are strong enough to de-
rive syntactic structures from atomic phirase structure
rules without feature descriptions.

Grammars for conventional NLP systems using
simple or augmented CFG fall into the category of
fine-grained rules, which represent most of linguistic
constraints as CFG phrase structure rules, and the
number of rules usually amounts to an intractable
number of several thousands for practical applica-
tions.
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2.2  Maintainability and Efficiency

In unification-based framework, a linguistic con-
straint can either be described as atomic context-free
phrase structure rules, or as feature descriptions in
annotations and lexical entries. As the number of
atomic phrase structure rules decreases, the number
of feature descriptions increases.

1t is true that the lexico-syntactic approach makes
the grammar modular and improves its maintainabil-
ity by reducing the number of rules . However, it must
be noted that the computational cost of disjunctive
feature structure unification, in the worst case, is ex-
ponential in the number of disjunctions [Kasper, 87,
whereas the cost of CFG parsing is o(N3) in the input
length N. Therefore, extreme rule reduction results
in inefficiency. This overwhelms the benefits of the
maintainability of the reduced number of rules since
grammar development is essentially a trial-and-error
process and requires a short turn-around time. How-
ever, the cost for CFG parsing also increases as the
number of rules increases. Therefore, we must chose
the granularity so that the reduction in unification
cost outweighs the increase in CFG parsing cost, in
order to gain overall efliciency.

3 The HPSG-Based Japanese
Grammars

In this section, we illustrate the difference between
“coarse-grained” rules and “medium-grained” rules
using our HPSG-based spoken-style Japanese gram-
mars as an example.

We have developed two unification-based gram-
mars with different granularity!, which are essen-
tially based on HPSG and its application to Japanese
(JPSG), for the analysis module [Nagata and Kogure,
90] of an experimental Japanese-to-English speech-to-
speech translation system (SL-TRANS) [Morimoto et
al. , 90].

We have selected the “secretarial service of an inter-
national conference registration” as our task domain,
in which a conversation between a secretary and a
questioner is carried out. The Japanese grammars,
however, are not task-specific, but rather general-
purpose ones, which cover a wide range of phenom-

! Historically speaking, we first developed coarse-grained

rules and then we manually transformed them into medium-
grained rules for efliciency.

Proc. oF COLING-92, NANTES, AUG. 23-28, 1992



ena at many linguistic levels from syntax, and seman-
tics, to pragmatics using typed feature structure de-
scriptions. The linguistic phenomena covered in these
grammars include:

o Fundamental Consiructions: causative, passive,
benefactive, negation, interrogative, etc.,

e Control and Gaps: subject/object control,
e Unbounded Dependencies: topic, relative,

o Word Order Variation and Ellipsis.

3.1 Coarse-Grained Rules Vs,
Medium-Grained Rules

The coarse-grained HPSG-based Japanese grammar
has about 20 generalized phrase structure rules, while
the medium-grained grammar has about 200 phrase
structure rules. Both grammars use the same lexicon
with a vocabulary of about 400. ?

In the coarse-grained grammar, phrase structure
rules only refer to the relative position between the
five basic syntactic categories for Japanese: verb (V},
noun (N), adverb (ADV), postposition (P), and at-
tributive (ATT). Most of the specific linguistic infor-
mation is encoded as feature descriptions in either
the annotation of the phrase structure rules or the
lexical entries. In principle, there is no distinction
as to whether a constituent is lexical or phrasal, and
no subcategories of the 5 basic categories. This con-
tributes greatly to the reduction in the number of
phrase structure rules, which results in better gram-
mar maintainabilily. We present all the phrase struc-
ture rules of the coarse-grained Japanese grarmnar in
Appendix A.

It has been noticed that the extensive use of dis-
junctions in feature descriptions, which results from
the reduction of the number of phrase structure rules,
is the main cause of inefficiency in the coarse-grained
version of the grammar. The three major sources of
digjunctions are, morpho-syntactic specifications for
diverse expressions in the final part of the sentence,
free word order and ellipsis of verb complements (sub-
cat slash scrambling), and semantic interpretation of
deep case and aspect, where the first two particularly
are the problems in spoken-style Japanese.

We have mannally converted the coarse-grained
phrase structure rules into medium-grained rules to
reduce the computational cost of unification. First,
we divided each of the hasic categories into several
subcategories. Then, we divided the coarse-grained
phrase structure rules according to the subcategories.
To keep the grammar readable, however, we choose
to leave the subcat slash scrambling and the semantic

2We also have another version of the grammar for the same
subcorpus, which is used for the continuous speech recogni-
tion module [Takezawa ef al. , 91]. It only uses atomic Ct'G
rules, and the munber of rules amounts to more than 2,000.
It is, therefore, categorized as a fine-grained granumar in our
definition.
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interpretation undone, and made extensive efforts to
expand the morpho-syntactic specifications.

3.2 Example: Medium-Grained Rules
for Predicate Verb Phrases

In this section, we illustrate the process of transfor-
mation using a predicate verb phrase production rule
as an example. Japanese predicate phrases consist
of a main verb followed by a sequence of auxiliaries
and gentence final particles. There is an alinost one-
dimensional order of verbal constituents such as in
Figure 1, which reflects the basic hierarchy of the
Japatese sentence structure.

Kernel verbs occur first in a predicate phrase se-
quence. Voice auxiliaries precede all other auxil-
iaries, and within this category, the causative auxil-
lary (sa)seru precedes the passive auxiliary (ra)reru.
Aspect auxiliaries, such as the progressive auxiliary
(te)iru precede modal aunxiliaries and follow voice
auxiliaries. Modal auxiliaries are classified into two
groups with respect to the relative order of negative
and tense auxiliaries. Mood! includes the optative
auxiliaries, such as tai (want), beki (should/must),
etc. Mood?2 includes the evidential or inferential
auxiliaries such as rashit (seetnflook), kamoshirenai
(may), etc. Negative auxiliaries nai, n (not) follow
voice, aspect, and moodl auxiliaries, and precede
tense and mood?2 auxiliaries. Tense auxiliaries {a,
du (-ed) show irregular behavior. Lhey follow the
voice, aspect, moodl, and negative auxiliaries, and
precede the mood2 auxiliaries. They also can follow
the mood?2 auxiliaries.

In the coarse-grained grammar, we provide a single
phrase structure rule for the phenomena.

V —(V AUXV) (1)

The order constraints between auxiliaries are spec-
ifled in the annotation of rule (1) and each lexi-
cal entry by the combination of the syntactic fea-
tures, such as the syn[head|subcat for preceding con-
stituents, the syn|head|coh for following constituents,
and the synlheadimod! for the position of the con-
stituents in the verb phrase hierarchy. For example,
the causative auxiliary verb seru has the following
feature bundles in its synjhead|mod| feature.

[[cAUS +][DEAC -]EASPC -](DONT -](OPTT -1
(WEGT ~J[PAST -}

{EVID -] [TENT -] [POLT ~][POLT-AUX -J[INTW -]
fsFp-1 -3[sFp-2 -] {SFP-3 -1]

In converting the rule, first we have classified the
verbal phrasal categories according to the hierar
chy, e.g. V-kernel, V-aspect, V-mood1, V-negt, V-
mood2, and V-tense, then we have subcategorized
the auxiliaries as shown in Table 2, Thus, the coarse-
grained phrasge structure rule (1) is converted to the
32 medinm-grained grammar rules in Appendix B.
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kernel < voice < aspect < moodl < negate < tense < mood2 < tense

(sa)seru (te)iru tai nai
(ra)reru (te)morau tagaru n

masu

ta rasii ta
da desu u
darou

Figure 1: The predicate hierarchy of Japanese

AUXV-caus | causative auxiliary: (sa)seru
AUXV-deac | passive auxiliary: (ra)reru
AUXV-aspc | aspect auxiliary: (te)iru, (e)aru
AUXV-dont | benefactive auxiliary: (fe}morau
AUXV-optt | optative auxiliary: tai, beki
AUXV-negt | negative auxiliary: nai, n
AUXV-tense | tense auxiliary: {a, da
AUXV-evid | evidential auxiliary: rashii, darou
AUXV-copl | copulative auxiliary: da, desu

Table 2: Subcategories of auxiliaries in the medium-
grained grammar

4 Interleaving CFG Parsing
and Unification

4.1 Strategies for Evaluating Feature
Descriptions

Unification is an expensive operation, so the point of
evaluating feature descriptions during CI'G parsing
has serious affects on the overall performance. We
have implemented two sirategies for feature descrip-
tion evaluation:

Early Unification (Step-by-step Strategy)
Feature descriptions are evaluated step-by-step,
at each rule invocation in the CI'G parsing.

Late Unification (Pipeline Strategy) Feature
descriptions are evaluated when a complete CFG
parse is found. The “well-formedness” of a parse
derived from atomic CFG rules is verified by eval-
uating associated feature descriptions.

The granularity of the phrase structure rules is
closely related to the proper selection of the evalua-
tion strategy. Since the atomic phrase structure rules
in the coarse-grained grammar are not so strong as
to constrain syntactic structures, we have to employ
the early unification to avoid a number of irrelevant
subparses which should have been eliminated by the
evaluation of annotations. Ilowever, since the atomic
rules in the medium-grained grammar liave detailed
morpho-syntax specifications, they should be able to
avoid irrelevant copies by using the late unification.

4.2 Implementing the Evaluation

Strategies

We have implemented the various evaluation strate-
gies by doing additional housekeeping in the underly-
ing parser. The parser used here is called the Typed
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procedure AcpContinue(chart)
begin
if SatisfySuspendingCondition?(chart)
then return chart
else
AcpContinue(AcpOneStep(chart))
end

procedure AcpOneStep(chart)
begin
pendingedge = GetPendingEdge(chart)
AddEdge(pendingedge)
if EdgeActive?(pendingedge) then
TryToContinueActiveEdge(pendingedge, chart)
else
TryToContinuelnactiveEdge(pendingedge, chart)
ProposeProductions(pendingedge)
return chart
end

Figure 2: Iferative Rule Invocation in an Active
Chart Parsing Algorithm

Feature Structure Propagation Parser (TFSP Parser)
[Kogure, 89], which is based on the active chart pars-
ing algorithm [Kay, 80] and typed feature structure
unification [Ait-Kaci, 86].

The active chart parser and the unification algo-
rithm are implemented in C on Sund, which is a
10-MIPS work station. The unification algorithm
is based on nondestructive graph unification [Wrob-
lewski, 87], which we extend to treat negation, loop,
type symbol subsumption relationships, and disjunc-
tion. Successive approximation [Kasper, 87] is used
for disjunctive feature structure unification.

The Active chart parsing algorithm basically con-
sists of chart initialization and iterative rule invo-
cation. The basic part of the iterative rule invoca-
tion is shown in Figure 2. AcpContinue checks the
suspending condition and calls rule invocation recur-
sively. AcpOneStep carries out a cycle of rule invo-
cation which consists of getting a new pending edge
(GetPendingEdge), adding it to the chart (AddEdge),
combining active and inactive edges (TryToContinue-
ActiveEdge/TryToContinuelnactiveEdge), and propos-
ing new edges (ProposeProductions). The parser stops
(SatisfySuspendingCondition?) when it finds an inac-
tive edge whose starting and ending vertex are the
left-most and right-most vertex of the chart, respec-
tively, and whose label is the start symbol of the
grammar.
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In early unification, the feature descriptions are
evaluated when the edges are combined, while in late
unification, they are evaluated in the chart suspend-
ing condition check only if the chart suspending con-
dition holds. Delaying unification is implemented by
adding a slot edge.parse to the edge structure, which
keeps a list of the pair of active and inactive edges
constructing the edge. If either or both of the ar-
gument feature structures of the unification have not
been evaluated, they are recursively evaluated to get
the target feature structure.

It has to be noted that some derivations that ter-
minate when feature descriptions are evaluated, may
not terminate if they are ignored. For example, it is
possible to write a rule for unbounded dependency
like (2), in which an element in the subcat feature
is moved to the slash feature, to introduce slashed
categories dynamically®.

a— (a) 2

Ignoring feature descriptions in the rule may cause
an infinite loop. Therefore, feature descriplions are
forced to be evaluated, when rules that cause a loop
are encountered in late unification.

5 Experiment

The effectiveness of the strategies proposed in this
paper can be judged by observing their behavior in
practice. We have tested the time behavior of pars-
ing with respect to rule granularity and interleaving
strategy of CFG parsing and unification. 85 sam-
ple sentences are used. ‘I'hese are sclected from the
sample subcorpus of ATR’s dialogue corpus whose
task domain is the “secretarial service of an interna-
tional conference”. The average length of the sample
sentences is 11.0 characters, and their maximum and
minimum length are 2 and 28 characters, respectively.

We have developed two Japanese grammars of dif-
ferent granularity with almost the same coverage.
The coarse-grained rules cousist of 22 gencralized
phirase structure rules with detailed feature deserip-
tion in their annotatious, while the medium-gramed
rules cousist of 164 detailed phrase structure rules
with less detailed feature descriptions. Both gram-
mars use the same lexicon with about 400 lexical en-
tries. We have also implemented two different fea-
ture description evaluation modes in the active chart.
parser. The early unification evalualion mode evalu-
ates the feature descriptions at each rule application
(the step-hy-step strategy). The late unification cval-
uaiion mode, on the other hand, delays unification
until a complete syntactic structure is found by using
the atomic phrase structure rules only (the pipeline
strategy).

The average parsing thne is shown in Table 3. It
shows that, on average, the mmedium-grained gram-

3In our implementation, for efliciency reasons, we generate

all the appropriate combinations of subeat and shash in ad-
vance, and keep them as a disjunctive feature structure
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Rule Granularity | Coarse | Medium | Medium

Unification Mode | Barly Tarly Late

Average Runtime | 30.2sec | 17.8 sec | 8.7 sec
Relative Speed 1.0 1.7 3.5

Table 3: Average parsing time with respect to gran-
ularity and unification mode
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Figure 3: Comparison of Coarse-Grained Rules and
Medium-Grained Rules

mar rules are 1.7 times more eflicient than the coarse-
grained rules in the early unification mode, and that
the late unification mode is 2.0 times more eflicieni,
than the early unification mode with the medium-
grained grammar.  Moreover, when the medium-
grained grammar rules and the late unification mode
are combined, the new parser runs 3.5 finies faster
than the previous one using the coarse-grained gram-
mar rules and the early wnification.?

6 Discussion

The relationship between input length and parsing
time wilh respecl to grammar granularity is shown
in Figure 3. In general, the medimn-grained rules
performed better than the coarse-grained rules. This
tendency becomes clearer, as the sentence length in-
creases. This resulls from the reduction of disjunc-
tive feature descriptions whose computational cost in-

4The approach of

ary copies for irvelevant
tion is orthogonal
ary copies within a unifica-
91]. Therefore, the effects of
speed up can be multiplied. We have alre.

saving unnec

subparses in a pasing process by late unific
to the approaches of sa

ng unn
tion process, such as [Tomabechi

ly implemented his
tion, and the preliminary exper-
(lt shows that the parser with new unifier runs almost.
twice as fast as the one reported in this paper.

quasi-destructive graph unific

iment
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Figure 4: Comparison of Early Unification and Late
Unification

creases exponentially in the number of disjunctions.
However, we occasionally encounter sentences which
are parsed faster using coarse-grained rules rather
than medium-grained rules. This is because the in-
crease in the atomic CFG parsing cost exceeds the
reduction of the unification cost.

The relationship between input length and parsing
time with respect to unification evaluation mode is
shown in I'igure 4. This shows that the late unifica-
tion mode is significantly more efficient than the early
unification mode. It also shows that the parsing time
in the late unification mode seems to be polynomial
(not exponential) in the input length, while that in
the early umification mode varies widely and irregu-
larly. This is because the parsing time in the late uni-
fication mode is mainly predominated by the cost of
atomic CI'G parsing by delaying unification, whereas
the parsing time in the early unification mode is
mainly predominated by the cost of unification.

We have demonstrated the effectiveness of com-
bining medium-grained phrase structure rules with
late unification. Experiment results suggest that new
prospective technigues for speeding up unification-
based parsing exist.

The first is antomatic transformation of phrase
structure rules, which converts disjunctions in the fea-
ture descriptions into atomic phrase structure rules.
Some disjunctions such as subcat slash scrambling are
so regular that it secmns possible to expand them into
a set of CFG rules using formal procedures. If the
grammar compiler can perform this kind of transfor-
mation automatically, we can gain efficiency without
losing grammar maintainability.

The second is feature-sensitive lazy unification.
Unification is used for both building up a structure
using information-propagation and blocking rule ap-
plication using constraint-checking. I the grammar
compiler can separately output those features for
constraint-checking such as syntactic features, and
those for information-propagation such as semantic
representations, irrelevant subparses can be pruned
efliciently by evaluating the constraint-checking fea-
tures first. Unification is an associative and commu-
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tative operation, so the same results from the feature-
sensitive lazy unification are assured.

The third is parallel implementation of a
unification-based parser based on late unification
(pipe-line strategy). In early unification (step-by-step
strategy), it is hard to perform parsing in parallel
because the CFG parsing process and the unifica-
tion process depend strongly on each other. How-
ever, both processes are completely separated in the
pipe-line strategy . Therefore, it is easy to introduce
the existing parallel algorithms to both CFG pars-
ing and unification. It is estimated that most feature
descriptions can be evaluated in parallel, at least, at
the lexical level, because unification-based grammars
such as HPSG derive phrase structure by iteratively
propagating the local constraints.

7 Conclusion

In this paper, we have proposed two techniques for
implementing an efficient unification-based parsing
system, which, when combined, significantly improve
the overall performance. The first is changing the
granularity of the context-free phrase structure rules
into medium-grained rules. This enables us to re-
duce the amount of unification for feature descrip-
tions without intractably increasing the number of
phrase structure rules. The second is late unifica-
tion in which the unification for feature descriptions
is delayed until a complete CFG parse is found. This
saves unnecessary copies of feature structures which
are wasted for irrelevant subparses.

We have tested the time behavior of the parsing
system using two gramnars of different granularity
(coarse/medium) and two different strategies for in-
voking unification (early/late). It is proved that, on
average, late unification using medium-grained rules
parses 3.5 times faster than the previous early unifi-
cation using coarse-grained rules.
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Appendix

A Coarse-grained  Grammar

w => (v fu)
n -» (v n)
n > {p n)

; v-In-ch
3 ¥y-n-ah

; n-n-cooxrd

51; Complex and Compound Noun

n ~> (npretix un)
a => (n n)
n -» (n nsuffix)

; nprefix-n-ah
; n-n-ah
; n—usuffix-ch

i+; Postpositional Phrase

p > (n postp)

p -> (v posip)

p > (p posty)

3;; Adverbisl Phrase
adv ~> (adv postp)
adv -> (v fadv)

adv -> (u fadv)

;33 Yorb Phrase

v > (p v}

v > {adv v)

w-postp-ch
v-postp-ch

3 prpostp-ch

; adv-postp~ch
; v—-fadv-ch
; n-fadv~ch

;opUveany
5 advev—ah

i3 Prudicate Verb Phrase

v ~> (v auxv)

v <> {n auxv)

v ~> (ady auxv)

; Verb Intlection
v ~> (vstem vintl)

; v—auxv-ch
; n-auxv-ch

+ sdv-auxv-ch

; v-stem—infl

auxy > (auxvatem vinfl) ; auxv-stem-infl

B  Mediumn-grained Rules for
Japanese Verb Phrases

‘I'he coarse-grained grammar rule (1) is converted to

the following 32 mediun-grained grannuar rules.

V~voice -> (V-kornel AUXV-voice)

V-nspuct ~> (ADV AU

XV-aspc)

V-agpect -> (ADV  4UXV-dont)
V-moodi -> (V-kernal AUXV-optt)

V-moodi -> (V-voice
V-moodl -> (V-aspuct
> (V-kernel
V-nagt —-> (V-voice

V-negt

V-nagt -> (V-aspect
V-nogt ~> (V-moodl

V-tense ~» (V-kernel
V-tensa —-> (V-voice
V-tense -> (V-aspect
V-tense -> (V-moodi
V-tunse -> (V-negt

V-mood? > (V-kernel
V-moud? -> (V-voice
V-moodz -> (V-aspect
V-mood2 -» (V-moodi
V-mo0d2 ~> (V-negt

V-mood2 -> {V-tense
V-tense -> (V-mood?2

AULV-optt)
AUXV-optt)
AUXV-negt)
AUXV-negt)
AUXV-negt)
AUXV-negt)
AUXV-tanse)
AUXV-tensa)
AUXV~tense)
AUXV-tense)
AUXV-tense)
AUXY-evid)
AUXV-evid)
AUXY-evid)
AULIV-evid)
AUXV-evid)
AUXV-avid)
AUXV-tensa)

Rules for Japanese

The name of each rule is shown in the comment,
where the suffix -ah, -ch, -coord means adjunction,
complementation, and coordination, respectively.

;i3 Start Symbel
start -> (V)

;i ¥oun Phrase
n -> (att n)

n => (p n)
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; start-rule

; att-n-ah

3 pn-ah

183

AUXV-voice ~> (AUXV-cans)
AUXV--voice ~> (AUXV-dueac)

AUXV-voice -> (AUXV-caus AUXV-deac)

vV -> (V-kernel)
¥ -> (V-voice)
¥ ~> (V-aspect)
Vv -> (V-mood1)
vV o> (V-negt)
V > {V-teuse)
v > (V-mood2)
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