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Abstract

Parsing a long sentence is very difficult, since long
sentences often have conjunctions which result in am-
biguities. If the conjunctive structures existing in a
long sentence can be analyzed correctly, ambiguities
can be reduced greatly and a sentence can be parsed
in a high successful rate. Since the prior part and
the posterior part of a conjunctive structure have a
similar structure very often, finding two similar series
of words is an essential point in solving this problem.
Similarities of all pairs of words are calculated and
then the two series of words which have the great-
est sum of similarities are found by a technique of
dynamic programming. We deal with not only con-
Jjunctive noun phrases, but also conjunciive predica-
tive clauses created by “Renyoh chuushi-ho”. We will
illustrate the effectiveness of this method by the anal-
ysis of 180 long Japanese sentences.

1 Introduction

Analysis of a long Japanese sentence is one of many
difficult problems which cannot be solved by the con-
tinuing eflorts of many researchers and remain aban-
doned. It is difficult to get a proper analysis of a
sentence whose length is more than fifty Japanese
characters, and almost all the analyses fail for sen-
tences composed of more than eighty characters. To
clarify why it is is also very difficult because there
are varieties of reasons for the failures. People some-
times say that there are so many possibilities of modi-
fier/modifyee relations between phrases in a long sen-
tence. But no deeper consideration has ever been
given for the reasons of the analysis failure. Analysis
failure here means not only that no correct analysis
is included in the multiple analysis results which are
caused by the intrinsic ambiguity of a sentence and
also by inaccurate grammatical rules, but also that
the analysis fails in the middle of the analysis pro-
cess.

We have been claiming that many (more than two)
linguistic components are to be seen at the same time
in a sentence for proper parsing, and also that tree to
tree transformation is necessary for reliable analysis
of a sentence. Popular grammar rules which merge
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two linguistic components into one are quite insuf-
ficient to describe the delicate relationships among
components in a long sentence.

Language is complex. There often happens that
components which are far apart in a long sentence co-
oceur, or have certain relationships. Such relations
may be sometimes purely semantic, but often they
are grammatical or structural, although they are not
definite but very subtle.

A long sentence, particularly of Japanese, con-
tains parallel structures very often. They are ei-
ther conjunctive noun phrases, or conjunctive pred-
icative clauses. The latter is called “Renyoh chuushi-
ho”. They appear in an embedded sentence to mod-
ify nouns, and also are used to connect two or more
sentences. This form is very often used in Japanese,
and is a main cause for structural ambiguity. Many
major sentential components are omitted in the pos-
terior part of Renyoh chuushi expressions and this
makes the analysis more difficult.

For the successful analysis of a long Japanese sen-
tence, these paralle]l phrases and clauses, including
Renyoh chuushi-ho, must be recognized correctly.
This is a key point, and this must be achieved by
a completely different method from the ordinary syn-
tactic analysis methods, because they generally fail
in the analysis for a long sentence.

We have introduced an assumption that these par-
allel phrases/clauses have a certain similarity, and
have developed an algorithm which finds out a most
plausible two series of words which can be considered
paraliel by calculating a similarity measure of two ar-
bitrary series of words. This is realized by using the
dynamic programming method. The results was ex-
ceedingly good. We achieved the score of about 80%
in the detection of various types of parallel series of
words in long Japanese sentences.

2 Types of Conjunctive Struc-

tures and Their Ambiguities
First, we will explain what kind of conjunctive
structures (hereafter abbreviated as ‘CS’} appear in

Japanese{1][2).
The first type is conjunctive noun phrases. We
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Table 1: Words indicating conjunctive structures.

(a) Conjunctive noun phrases
Tcommal & b % & £ B0 20T (1) A< n.xo]
Thtd AU HonE b LR

(b) Conjunctive predicative clauses
DL (T) &2 2 L A F e Ze (|) %<
FhE (b)) B ¥kl ROV 30k bLLH

(c) Conjunctive incomplete structures
BXU ¥l ALK HovHE b LCH

¢ 47 means succession of words. Characters in ‘( )’ may

or may not appear.

can find these phrases by the words for conjunction
listed up in Table 1{a). Fach conjunctive noun some-
titnes has adjectival modifiers (Table 2(i1)) or clause
meodifiers (‘Table 2(ii1)).

The second type is conjunctive predicative
clauses, in which two or more predicates! are in
a sentence forming a coordination.  We can find

these clauses by the Renyoh-forms? of predicates
(Renyoh chuushi-ho: Table 2(iv)) or by the predi
cates accompanying one of the words in Table 1{b)
("Cable 2(v)).

‘The third type is CSs consisting of parts of conjunc-
tive predicative clauses. We call this type conjunc-
tive incomplete structures. We can find these
structures by the correspondence of postpositional
particles (‘Table 2(vi)) or by the words in Table 1(c)
which indicate CSs explicitly (‘Table 2(vii)).

Tor all of these types, it is relatively casy to find
the existence of a CS by detecting a distinctive key
bunsetsa® (we call this bunsetsu ‘KB’) which ac-
companies these words explained above. KB lies last
in the prior part of a CS, but it is diflicult to deter-
mine which bunsetsu sequences on both side of the
KB constitute a CS. ‘That is, it is not easy to deter-
mine which bunsetsu to the left of a KB is the leftmost.
element of the prior part of a CS, and which bunsetsu
to the right of a KB is the rightmost element of the
posterior part of a CS. The bunsetsus between these
two extreme clements constitute the scope of the
CS. Particularly in detecting this scope of a CS, it is
essential to find out the last bunsetsn in the posterior
part of the CS, which corresponds to the KB. There
are many candidates for it in a sentence; e.g., in a
conjunctive noun phrase all nouns after a KI¥ are the
candidates. We call such a candidate bunsetsu ‘CB’.
1t is almost impossible to solve this problem merely
by using rules based on phrase structure grammar.

Hu n:l:l‘i;iun to \;;rbs and adjectives, assertive words
(kinds of postpositions) “ & "{da), “-TH % "(dearn), Ty
?{desu) aud so on, which follow directly after nouns, can be
predicate in Japanese.

2The ending forms of inflectional words which can modify
verb, adjective, or assertive word are called Renyoh-form in
Japanese,

3Bunsetsu is the smallest meaningful block consisting of an
independent word (IW; nouus, verbs, adjectives, ete.) and
acconpanying words (AW, postpositional particles, auxiliary
verbs, etc.).
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Table 2: Examples of conjunctive stractures.

r_“__(‘ (Junjunr(‘tiw noun phrases

| (1) .. W7 (analysis) & (and) ZERC% (generation) ..
(ii) ... BUEI3K (source language text) @ (of) WHHF (anul—
ysis) & (and) HIT-HEE (target language text) O (of) th
W (yeneration) ...

(i) ... KX (source language text) MHFF 5 (an-
alyzing) $UBH (processing) & (and) HEFEERE (target
[ language test) T & (generating) MR A (process-
ing) ...

Conjunctive predicative clauses

[ Gv) ... 5{AA % (source language text) W L (analyz-

ing), HEEEAR% (target lunguage text) i35 (gen-

erating) (MUBE% (processing) ... ).

(v) ... W7 (analysis) -Ctl (for) FIIHT 5 (use) 3i(but),

i, (generation) Tk (for) I L%\~ (do not use) (&
w5 {as) . )_

Conjunctive incomplete structures

lr(vi) -« N X (the former) WS (analysis) i (for),

# & (the latter) HhK (generation) K (for) ...

(vii) ... W (analysis) K (for), ¥ &t (and) 2T (gen-

|_eration) i (for) ...

3 Analysis of
Structures

Conjunctive

We detect the scope of CSs by using wide range of
information around a KB.? An input sentence is first
divided into bunsetsus by the conventional morpho-
logical analysis. Then we calculate similarities of all
pairs of bunsetsus in a sentence, and caiculate a sumn
of similarities between a series of bunsetsus on the
left of a KB and a series of bunsetsus on the left of
a CB. Of all the pairs of the two series of bunsetsus,
the pair which has the greatest sum of simnilarities is
determined as the scope of the CS. We will explain
this process in detail in the following,

3.1 Similarities between Bunsetsus

An appropriate similarity value between bunsetsus is
given by the following process.

o If the parts of speech of IW's (independent words)
are equal, give 2 points as the similarity values.
Then go to the next stage and add further the
following points.

1. If IWs match exactly (by character level) each
other, add 10 points and skip the next two
steps and go to the step 4. 1f IWs are infiected,
infinitives are compared.

2. If both IWs are nouns and they match par-
tially by character level, add the number of
matching characters x 2 points.

4 We do not handle conjunctive predicative clauses created
by the Renyoh-farms of predicates (Renyob chuushi-ho) which
do not accompany comma, because almost all of these predi-
cates modify the next nearest predicate and there is no need
to check the possibility of conjunction.
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A’:a partial matrix.

v
ap,_ .o+l)
- A path. siilaiy value
(n, m)-a-e - mdw;:_;ff'")
k8’
e A = (a(i)
(]
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<
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Figure 1: A path.

3. Add points for semantic similarities by using
the thesaurus ‘Bunrui Goi Hyou’ (BGH)[3].
BGH has the six layer abstraction hierarchy
and more than 60,000 words are assigned to the
leaves of it. If the most specific common layer
between two IWs is the k-th layer and if k is
greater than 2, add (k — 2) x 2 points. If ei-
ther or both IWs are not contained in BGH, no
addition is made. Matching of the generic two
layers are ignored to prevent too vague match-
ing in broader sense.

4. If some of AWs (accompanying words) match,
add the number of matching AWs x 3 points.

Maximum sum of the similarity values which can
be added by the steps 2 and 3 above is limited to
10 points.

e Although the parts of speech of IWs are not equal,
give 2 points if both bunsetsus can be predicate
(see footnote 1).

For example, the similarity point between “{E7K%
B3 (low level language) +,” and “BAKMEEE (high
level language) + & (and)” is calculated as 2(match of
parts of speech) + 8(match of four characters: KME
%5) = 10 points. The point between “ZTIE (revision)
+ L (do) +,” and “BH (detection) +3° 5 (do)” is
2(match of parts of speech) + 2(match by BGH) +
3(match of one AWs) = 7 points.

3.2 Similarities between Two Series of
Bunsetsus

Our method detects the scope of a CS by two series of
bunsetsus which have the greatest similarity. These
two series of bunsetsus are searched for on a triangu-
lar matrix A = (a(4,j)) (Figure 1), whose diagonal
eiement a(i, ) is the i-th bunsetsu in a sentence and
whose element a(i,j) (i < j) is the similarity value
between bunsetsu a(,¢) and bunsetsu a(j, j).

We call the rectangular matrix A’ a partial ma-
trix, where

A= (a(h ) O m n1 <)
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An ignored element.

‘} /
i, -1, )\

Figure 2: An ignored element.
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Figure 3: Penalty points.

is the upper right part of a KB (Figure 1). In the
following, ! indicates the number of bunsetsus and
a(n,n) is a KB. We define a path as a series of ele-
ments from a non-zero element in the lowest row to
an element in the leftmost column of a partial matrix
(Figure 1).

path 1=
(a(p1,m),a(ps,m — 1),...,a(pm-n,n+ 1)),
where n+ 1 <m <!, a(pr,m) #0, py =n,
pi2pip(l <i<m—n~—1).

The starting element of a path shows the correspon-
dence of a KB to a CB. A path has only one element
from each column and extends towards the upper left.

We calculate the similarity between the series of
bunsetsus on the left side of the path (sb; in Figure
1) and the series under the path (sby in Figure 1) as
a path score by the following four criteria:

1. Basically the score of a path is the sum of each
element’s points on the path. But if a part of the
path is horizontal {(a(4, 5),a(i, 7 — 1)) as shown in
Figure 2, which leads the bunsetsu correspondence
of one element a(i, 1) to two elements a(j—1,j—1}
and a(j, j), the element’s points a(i,j — 1) is not
added to the path score.

2. Since a pair of conjunctive phrases/clauses often
appear as a similar structure, it is likely that
both conjunctive phrases/clauses contain nearly
the same numbers of bunsetsus. Therefore, we
impose penalty points on the pair of elements
in the path which causes the one-to-plural bun-
setsu correspondence so as to give a priority to
the CS of the same size. Penalty point for
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‘Table 3: Separating levels (SLs). ‘Table 4: Words for bonuses.

Level Condition to Bunsetsu Conjunctive noun phrases
5 Being the KB of a conjunctive predicative clause, Flast AW | n¥ %
or accompanying a topic-marking postpositional next IW | %~ ~Ri¥ ~> KL & ilJi
particle “ i ” and comma. N Conjunctive predicative clauses
4 Accompanying a postpositional particle not cre- last AW | Zl ABD End Lok X5 RE S
ating a conjunctive noun phrase and comna, or ncxtﬁ(_'& v & & i ik

being an adverb accompanying comma.

3 Being the Renyoh-form of a predicate which does

not accompany comma, or accompanying a topic-

marking postpositional particle “ 11", 4. Some words frequently become the AW of the last
2 Being the KB of a conjunctive noun phrase ac- bunsetsu in a CS or the IW following it. 'These

companying comma. words thus signal the end of the CS. Such words
1 Accompanying a comma, or being the KB of are shown in Table 4. Bonus points (6 points) arc

a conjunctive noun phrase not accompanying given to the path which indicates the CS ending

comima. with one of the words in Table 4, as that path
should be preferred.
(a(pi, j), a(piy1,J ~ 1)) is caleulated by the for- 3.3 PFinding the Conjunctive Struc-
mula (Figure 3), ture Scope
[pi — pigr— 1] x 2. As for each non-zero element in the lowest row in a

partial matrix A’ in Figure 1, we search for the beat

Tl alt, ints are subtracted f th atl . .
1¢ penalty pownts are subtracted from the path path from it which has the greatest path score by a

seore. technique of the dynamic programming. Calculation
3. Since each phrase in the CS has a cerlain co- 1s perforined column by column in the left direction
herency of meaning, special words which separate from a non-zero element. ¥or each element in a col-
the meaning in a sentence often limit the scope of umn, the best partial path including it is found by
a CS. If a path includes such words, we impose extending the partial paths from the previous column
penalty points on the path so that the possibil- and by choosing the path with the greatest score.
ity of including those are reduced. We define five Then among the paths to the leftmost column, the
‘separating-levels’ (SLs) for bunsetsus, which ex- path which has the greatest score becomes the best
press the strength of separating a sentence mean-
ing (Table 3, cf. Table 1). If bunsetsus on the left Now calculating

side of the path and under it include a bunsetsu . this column.

whose SL is equal to KI3’s SI. or higher than it,
we reduce the path score by

5

(SL of the bunsetsu — KB’s SL + 1) x 7. Choose
thcginu:nl \d
However, two high SI, bunsetsus corresponding score patl, | A The saring
element.

to each other often exist in a CS, and those do
not limit the scope of the CS. For example, topic-
marking postpositional particles correspond each
other in the following sentential style,

Figure 4: The best path from a element.

AXLT K (AstoA), ... THY (be),

BLTH (as toB), ... CHB (be). (%
Therefore, when two high SL bunsetsus corre- Cgf) """""
spond in a CS, that is, the path includes the ele- b
ment which indicates the similarity of them, and ! KB

those are the ‘same-type’, the penalty points on ‘It scope of the
them are not added to the path score. We define conunctive st
the same-type bunsetsus as two bunsetsus which
satisfy the following two conditions.

TWs of them are of the same part of speech, and
they have the identical inflection when they are
inflectional words.

Figure 5 The maximum path specifying a conjunc-
AWs of them arc identical. tive structure.
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path from the non-zero element (Figure 4).

Of all the best paths from non-zero elements, the
path which have the maximum path score defines the
scope of the CS; i.e., the series of bunsetsus on the left
side of the maximum path and the series of bunsetsus
under it are conjunctive (Figure 5).

4 Experiments and Discussion

We illustrate the effectiveness of our method by the
analysis of 180 Japanese sentences. 60 sentences
which are longer and more complex than the aver-
age sentences are collected from each of the following
three sources; Encyclopedic Dictionary of Computer
Science (EDCS) published by Iwanami Publishing
Co., Abstracts of papers of Japan Information Cen-
ter of Science and Technology (JICST), and popular
science journal, “Science”, translated into Japanese
(Vol.17,No.12 “Advanced Computing for Science”).
Each group of 60 sentences consists of 20 sentences
from 30 to 50 characters, 20 sentences from 50 to 80
characters, and 20 sentences over 80 characters.

As described in the preceding sections, many fac-
tors have effects on the analysis of CSs, and it is very
important to adjust the weights for each factor. The
method of calculating the path score was adjusted
during the experiments on 30 sentences out of 60 sen-
tences from EDCS. Then the other 150 sentences are
analyzed by these parameters. As the analyses were
successful as shown in the following, this method can
be regarded as properly representing the balanced
weights on each factor.

This method defines where the CS ends, that is,
which bunsetsu corresponds to the KB. However, as
for conjunctive noun phrases containing clause mod-
ifiers or conjunctive predicative clauses, it is almost
impossible to find out exactly where the CS starts, be-
cause many bunsetsus which modify right-hand bun-
setsus exist in each part of the CSs and usually they
do not correspond exactly. Thus it is necessary to re-
vise the starting position of the CS obtained by this
method. We treat the actual prior part of a CS as
extending to bunsetsus which modify a bunsetsu in
the prior part of it obtained by this method, unless
they contain comma or topic-marking postpositional
particle “ X ”(ha).

4.1 Examples of Correct Analysis

Examples of correct analysis are shown in Figure 6-
8. The revisions of CS scopes are shown in notes of
each figure. Chains of alphabet symbols attached to
matrix elements show the maximum path concerning
the KB marked by the same alphabet and ‘>’.

In the case of example(a) in Figure 6, the conjunc-
tive noun phrase, in which eight nouns are conjuncted
(chains of ‘a’, ‘b’, ... ‘g’), is analyzed rightly thanks
to the penalty points by SLs of every comma between
nouns. Thus, the CS consisting of more than two
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munication, and application, and so on, and investigates social adaptability of the
clurified matter.

Figure 6: An example of analyzing conjunctive struc-
tures (a).
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Figure 7: An example of analyzing conjunctive struc-
tures (b).

parts is expressed by the repetition of the combina-
tion of CSs consisting of two parts. In this exam-
ple, also the conjunctive predicative clause is analyzed
rightly (chains of ‘h’).

In the case of example(b) in Figure 7, the CS which
consists of three noun phrases containing modifier
clauses is detected as the combination of the two con-
secutive CSs like example(a) {chain of ‘a’ and ‘b’).

In the case of example(c) in Figure 8, the con-
Jjunctive noun phrase and the conjunctive predicative
clause containing it is analyzed rightly. In this exam-
ple, the successful analysis is due to the penalty points
by SL of the topic-marking postpositional particle “
17 in “FHRIMERRIT (a compulational ezperiment)”
and “ #BE-CH: (in that)” which are the outside of the
CS and the bonus points by the AW “ &\ % ” in the
last bunsetsu of the CS .
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Table 5: Results of experiments

[ Source | EDCS JICST Abstracts Science Total
L Length 30-50 | 50-80 ] B0-149 | 30-50 | 50-80 | 80-144 | 30-50 | 50-80 | 80-139
The conjunctive Success 5 9 9 7 7 ] 5 B 5 10 | 62(75%)
noun phrases IPailure 3 2 2 1 4 8 0 0 1 21
‘The conjunctive Success 6 15 16 3 10 9 1 [ 71(76%;
predicative clauses Failure 1 2 1 5 5 2 23

0
The conjunctive Success 0
incomplete structures | Failure 0

[=N=3 1"

T

l 3(1(())0%) J

L¥»6, 00 0000000000000 0O0O0 00 0(Ad) 4.3 Examples Of IﬂCOI‘l’eCt Analysw
HERKMIL, 5 2 06 202006502 00H0&60 2 0 (acompualonal L r
102004 502050402600  pemen and Solutions for Them
4202004202020401200 . . N R
© 00 00s0 0000000 G D O (infosible) We give examples of failure of analysis (Table 6, Fig-
02001238 0 2 0 4 0170 2 0 (experiments) H oy H ",
02002 203702020500 ure E)),. and indicate solutions for them. In Table 6,
50200020 200020 2 (bedne) underlined parts show the KBs, T ...] shows the
“¢% 00220 2020507200 o Tl
BL 00020200020 4 (eanandy wrongly analyzed scope, and [ ...] shows the right
HRO 0 000001500000 scope.
S>XMY 850 2 0 4 0120 2 0 (experimentor)
WETIZ 0 2 0100 B 0 2 0 (wobservation) 3 Lo .
RASREV 0 1 0 0 0 2 0 2 (inaconesibie) e It is essential in this method to define the appro-
JEFA 40 2 0 2 0 2 0 (persmeten) i stwe 5. T 3
BIE LTS 5 0 0 2 0 3 teur e priate s‘mu.la.nty .bctws,en words. ’I.hus changing
WHTIL, 0 4 0 2 0 Gntha the similarity points for more detailed groups of
BHD D 00 00 . speec y o vi i
KWEDS 0 2 00 parts of speech (e.g., nouns can be divided into
YN 0 2 (bewen) uumerals, proper nouns, commaon nouns, and ac-
‘llo{h;ﬁ%’liﬁ"l‘wﬁ'maﬂying .“nlfb" EL) tion nouns which become verbs by the combina-
TATTM Y are inc] a . . .
(O2harsciers) tion with “ 3% (do)”) can improve the accuracy

Anda xperi is better in that infe i can be
done and parameters inaccessible to experiment or observation can be measured.

Figure 8: An example of analyzing conjunctive struc-
tures (¢).

4.2 Experimental Evaluation

We evaluated the analysis result of 180 Japanese sen-
tences by hand. ‘The results of evaluating every sen-
tence by each CS type are shown in Table 5. If the
same type CSs exist two or more in a sentence, the
analysis is regarded as a success only when all of them
are analyzed rightly.

There are 144 conjunctive noun phrases in 180 sen-
tences, and 119 phrases among them are analyzed
rightly. The success ratio is 83%. There are 118 con-
junctive predicative clauses in 180 sentences, and 94
clauses among them are analyzed rightly. The suc-
cess ratio is 80%. There are 3 pairs of the conjunctive
incomplete structures, and all of them are analyzed
rightly.

As shown in Table 5, the success rate for the sen-
tences fromn JICST abstracts are worse than that of
the sentences from other sources. The reason for the
failures is that the sentences are often very ambiguous
and confusing even for a human because they have too
many contents in a sentence to satisfy the limitation
of the document size.
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of the analysis. Ior example, the example(i) in
Table 6 may be analyzed rightly if the similar-
ity points between action noun “ il (eztension)”
and action noun “{ff5F (maintenance)” is greater
than that between action noun “ #53} (extension)”
and common noun “ Pk (difficulty)”.

Semantic similarities between words are currently
calculated only by using BGH which do not con-
tain technical terms. If the similarity points be-
tween technical terms can be given by thesaurus,
the accuracy of the analysis will be improved.
Example(il) will be analyzed rightly if greater
points are given to the similarity between “ 7 #
F AT e F— PYIE (Active Chart Parsing)”
and “HPSG(Head-driven Phrase Siructure Gram-
mar)”.

By the additional usage of relatively simple syn-
tactic conditions, some sentences which are an-
alyzed wrongly by this method will be analyzed
rightly. For example, because Japanese modi-
fier/modifyee relations, inctuding the relation be-
tween a verb and its case frame eclements, do
not cross each other, the modifier/modifyee re-
lations in noun phrases and predicative clauses do
not spread beyond each phrase or clause, except
the relation concerning the last bunsetsu of them.
This condition is not satisfied by the analyzed CS
in the example(iii) whose prior noun phrase con-
tains no verb related with the case frame element
% (grammar)”. By this condition it can be es-
timated that only “ JAARRED (natural language)
Mt & (analysis and)” or “ME¥F & (analysis and)”
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Table 6: Examples of failure of analysis.

(1) 2 b (these) BYTFHED (of analysis methods) 3638 1 % (common) ol & L € (as problems) SCHHRI (grammar
rules) K & < % o % (increasing) & D (in the case) THIMID (of rules) THER® (eztension and) RF D (of mainte-
nance)) M (difficulty) | £ b3 (can be thought).

(i) ... HABNE XM (Jopanese dislogue analytic module), T [WHTBB D (of the analysis process) M@
(control) Bl17%x (be free) 775 47 « Fv— } itk & (Active Chart Parsing and) Bi—{b i (on unification) %Sk
(based) REv~ - SEMAYR: (lezicon based) XHMIBRATH & (being the grammatical framework) HP S G ¥ (HPSG)) #
JBLTWE (be adopted).

(ili) MBi-— (one) XHF (grammar) EREAMO (natural language) THIFT & (analysis and) BRIC (yeneration)) W3
(using) RAEILEED (of bi-directional grammar) BFSEH (the research), | AT HARED Lib b (in point of computa-
tional linguistics), MURERIR® (machine translation and) EAAEREA 2 7 = — X &\ >k (such as natural language in-
terface) Wil 0 b (from the point of view of an application) WECH 3 (be important). (73chs)

(iv) KBR (in fact), MFKAh bR (authors) T T Th#% (it) (- (using), EIHEEVERIN (gravitationally interacting) &
F & (governing) | XKD (astronomical) MRIC DT (about the motion), WGHIN-C (high-precision) B d (high-speed)
WERT M DS (numerical computation) C¥ 5 (can) ¥4 PR A « AV Y —E w5 (called Digital Orrery) Wiz v €2 — 4 —
¥ (special-purpose computer) BWEL T\ & (create). )

(v) ... T TIESCICHT & (for illegal sentences) (1E#:# (termination and) 13 & (outputted) X0 (of sentences) H\»
¥\ & @ (of ambiguities) ] ERBUC-DWT (about the mazimum)) {RREDS % v (there is no guarantee).

(vi) ... TRBIZ 2 (for every eapression) FI¥ U7 (prepared) TRSEMEF D (in o combinative structure) RiGHIE
XK & (combinative clements) (D (in a sentence) R & O (between case elements) | } 5% (correspondence) ...

(EBZER 0 2 2 2 2 2 (forevery expression) tion. However such expressions are very few in actual
I\ XL 0 0 0 0 0 (propared) text.
‘l\‘ RAEMEPD g 825 2 (in s combinative sructure)
i AEMEL 2 ga 2 (combinative elements)
The right scope. X § 2 (inasenience) .
BIKLD 3 (berwocn case ) 5 Concluding Remarks

5% (comespondence)

We have shown that varieties of parallel structures
in Japanese sentences can be detected by the method
explained in this paper. As the result, a long sentence

Figure 9: An example of failure of analysis.

can be the prior part of the CS. We are plan- can be reduced into a short one, and the success rate
ning to do such a correction in the next stage of of syntactic analysis of these long sentences will be-
the syntactic analysis, which analyzes all modi- come very high.
fier/modifyee relations in a sentence using the CS There are still some conjunctive expressions which
scopes detected by this method. cannot be recognized by the proposed method, and
. \ L we are tempted to rely on semantic information to get
¢ In example(iv), the KB in the beginning part of proper analyses for these remaining cases. Semantic
a sentence corresponds to the last CB. That is, a information, however, is not so reliable as syntactic
short part of a sentence corresponds to the follow- information, and we have to make further efforts to
ing long part. It is very difficult to analyze such find out syntactic rather than semantic relations in
an extremfaly‘unba]anced CS because this method these difficult cases. We think that it is possible. One
gives a priority to similar CSs. In on.ier to ana- thing which is certain is that we have to see many
l“yze examplf':(lv,? the causal relationship be'iwee“ more components simultaneously in a wider range of
5T (using)” and “ T 5 (create)” will be word strings of a long sentence.
necessary.
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