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A b s t r a c t  

In a na tu ra l  dialogue,  there  are m a n y  dis turbances  in 

the context  level because of in te r rupt ions  and inser ted  

sentences.  In spite of such phenomena,  cohesion is a very 

impor tan t  idea for under s t and ing  the context  correctly. 

In our  approach,  cohes ive  k n o w l e d g e  wh ich  j u d g e s  

cohesion between sentences is g iven to the system and 

t h e n  t h e  k n o w l e d g e  is  u s e d  to f i n d  c o h e s i o n  in 

d i s a r r a n g e d  context .  I t  is also app l i ed  to i n t e r p r e t  

anaphora ,  ell ipsis and pro-forms in the context. In order 

to do so, we define the knowledge and use its defini t ion to 

abstract  knowledge  fl'om a l inguist ics  da tabase  a lmos t  

automat ica l ly .  

1. I n t r o d u c t i o n  

W h e n  we bu i ld  a m a c h i n e  t r a n s l a t i o n  sys t em for 

dialogues,  we mus t  face a lot of con tex tua l -phenomena  

such as ellipses, anaphoras  and pro-forms. In a dialogue 

these phenomena  are more complicated because of many  

dis turbances  such as in terrupt ions ,  inser ted sen tences  

and u t te rance  disorder. The phenomena  have  not been 

t r e a t e d  on the  c o m p u t e r  t h o u g h  t h e s e  p h e n o m e n a  

i n f l u e n c e  the  c o n t e x t - d e p e n d e n t  p r o b l e m s  such  as 

ellipses, anaphoras ,  pro-forms and referent- t ransfers .  In 

this paper,  we propose a context  processing mechan i sm 

which fits for the d isar ranged phenomena,  and describe 

t h e  l i n g u i s t i c  k n o w l e d g e ,  c a l l e d  " l o c a l  c o h e s i v e  

knowledge" ,  wh ich  is a c o n s t r a i n t  for g r a s p i n g  the  

contextual  relat ionship.  

In Sec t i on  2 we w i l l  g i v e  e x a m p l e s  w h i c h  a rc  

dependen t  on the context  and then  describe the cause of 

difficulty in processing them. In Section 3 we propose 

"local cohesive knowledge"  and apply the mechan ism in a 

d ia logue-machine  t rans la t ion  system in Section 4. 

2. C o n t e x t u a l  R o b u s t n e s s  in l ) i a l o g u e s  

C o n t e x t - d e p c n d e n t  p r o b l e m s  s u c h  as  e l l i p s e s ,  

anaphoras ,  pro-forms and r e fe ren t - t r ans fe r s ,  p resen t  

complicat ions as shown in Figure  1. 

(1) A n a p h o r a :  the  p r e v i o u s  u t t e r a n c e  is the  same,  

h o w e v e r ,  " i t "  p o i n t s  to the  d i f f e r e n t  t e r m s ,  " t h e  

regis t ra t ion  fee" in Example  (1) and "the conference" in 

E x a m p l e  (2). T h e r e f o r e  con t ex t  is comp l i ca t ed .  In  

Example  1, the sequences of quest ions are disordered. In 

Example  2, the answer  is a negat ion  for the sentence, "I 

would l ike ...". 

(2) Ellipsis' .  in E x a m p l e  3, the re  is an e l l ips i s  in a 

Japanese  sentence,  (2) "motte  inai  no desu ga." The 

F, xample  1 : sent, ence d isorder  

( I ) I low much is t/~di.str¢~tiotl flee? 1 would like to a t tend the 

eonl'el'ence, 

(2) /_t's 2005. 
Example 2 : sententiul negation 
(I) 1 would like to attend the colfferencc. Ilow much is the 

registration fee? 
(2) I'm sorry. ~'s closed. 
l~xample 3 : (in Japanese) 
(1) k gr@tto kaado (credit card,) no (of) namae (name) o (OBJ) 

oshicte kudasai (Could you tell). 
[ = Could yoti tell me the n a m e  of you r  credit card ?1 

(2) sumimasen (I'm sorry). ~nottc (have) ina~_[not) no desu ga 
~ .  [= l'msorry. Idon'thaveacreditcard.l 

Example 4: (in Japanese) 
( l )  totlro[~.uryou. (registration fee) wa (topic) en (yen) de (by) 

shiharatte yoroshii dcshou ka (can I pay). 

[ = Can I pay the registration fee in yen?l 
(2) doru (U.S. dollars) de (in) ~ ' , q i s h i  ¢na:s{~ (prg-['orm = Wc 

[ = We would like you to pay in US. doIlars,]  

Figure 1 Examples of contextual phenomena, 

ellipsis depends on the context  and means  'credit  card'; i t  

is both a focus and an object (OBJ). 

(3) Pro-form: in Example  4 (2), "onegaish imasu"  is a pro- 

form and means  'We would like you to pay' in Japanese .  

The mean ing  is dependent  on the context. 

We cal l  p rocess ing  the  d i s a r r a n g e d  p h e n o m e n a  

"con tex tua l  robustness!~" .  In o rder  to process  such 

phenomena,  i t  is necessary to unders tand cohesion in a 

context  correctly. 

3. l ,oea l  c o h e s i v e  k n o w l e d g e  

We def ine  cohesion in the view of c o m p u t a t i o n a l  

l i ngu i s t i c s .  Here  cohes ion  r e g u l a t e s  w h e t h e r  two 

sentences are connected or not. Howeve r  it  does not  

regula te  a re la t ionship  between two sentences.  Tha t  is, 

cohesion is a constra int  for two sentences. 

[The  definit ion of "local cohesive knowledge"]  

In our approach, "cohesion" is grasped in a context  

with "local cohesive knowledge".  It includes not  only the 

constraints  tbr "local cohesioW~" but also its results  such 

as in terpre ta t ions  of ellipses, anaphoras,  pro-forms and 

referent- t ransfers .  Therefm'e if  constraints  are satisfied, 

the  i n t e r p r e t a t i o n s  are  o b t a i n e d .  T h e r e f o r e  " loca l  

cohesive knowledge"  has  two par t s ,  " c o n s t r a i n t s  for 

cohesion" and "inter-pretat ions",  as follows. 

(Constraints  for local cohesion) 

= > ( interpretat ion) 

t l .  Ord ina r i ly ,  robus tness  means  an  u n g r a m m a t i c a l l y  sentence.  
I lowevm' "contex tua l  robus tness"  is used for the discourse  level. 
t2.  We t rea t  the con tex tua l  phenomena  which occur locally, thus  
we use the te rm,  "local cehcsion".  
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[ C o n s t r a i n t s  ] 

The  cons t r a in t s  are  descr ibed as follows. 

v e r b l  < X1,Y1,Z1 > ,verb2 < X2,Y2,Z2 > .  

In  the  " v e r b l < X l . , Y 1 , Z l > " ,  "XI" ,  " Y I "  a n d  "ZI"  

m e a n s  the  case e l emen t s  of "verb1";  subject ive  (SUBJ), 
objective (OSJ) an d  second objective (oBJg) cases. If  two 

sen tences  are  sa t i s f ied  w i th  these  cons t ra in t s ,  they  are 

cal led "local cohesion" here .  As shown in F igu re  2, the re  

are  18 types,  d e t e r m i n e d  by th ree  cons t r a i n t s  for verbs  

a n d  six cons t r a in t s  for nouns .  

Type h the  same  ve rbs  and  the  same  n o u n s .  

For example ,  

"Could you send me a paper?"  

" [ s en t  you the  paper  yes te rday ."  

Both  of the  verbs  in  the  ques t ion  s e n t e n c e  a n d  t he  

a n s w e r  sen tence  are  the  s ame  words, "send". Also, i ts  

objec t  is t he  s a m e  word,  " p a p e r " .  T h i s  c o n s t r a i n t  is 

descr ibed as follows. 

send  < X l , p a p e r ,  Z1 > ,  send  < X2,paper ,Z2 > .  

Th i s  c o n s t r a i n t  m e a n s  t h a t  if two sen tences  inc lude  

"send"  a n d  its object, "paper" ,  the  sen tences  are  cohesive.  

There fore  the  fol lowing sen tences  are cohesive because  

they  sat is fy  the  same  cons t ra in t .  

For example ,  

"May I send  you a p a p e r  to your  office?" 

" P l e a s e  send  me the  pape r  to my  home address."  

s e n d <  Xl ,pape r ,  Z I > ,  s e n d <  X2,paper ,Z2 > .  

[ I n t e r p r e t a t i o n  ] 

Th i s  knowledge  can  be app l i ed  in to  i n t e r p r e t a t i o n  

~ v e r b s  I 

noklns 

the same 

the synonymic nouns [ 

tile sanle nouus with 
modifier. 

the same nouns with 
compound noun. 

the the 
same synonymic 
verbs verbs 

Type 1 Type2 

Type 4 Type 5 

Type 7 Type 8 

Type 10 Type 11 

the 
different 

verbs 

Type 3 

Type 6 

Type 9 

Type 12 

synonymic nouns with Type 13 Type 14 Type 15 
modifier. 
synonymic nouns with Type 16 Type 17 Type 18 
coropound noun. 
Type 2: Synonymio verbs and the same nouns. 

"Could you send me a paper?" "1 will bring you the papm" soon." 
send < Xl,paper, Z1 > ,bring < X2,paper,Z2 >. 

Type 3: Different verbs and the same nouns. 
"Dici you read the paper? . . . .  Please send me the paper." 
read < Xl,paper >, send < X2,paper,Z2 >. 

Type 6: l)ifferent verbs and the synonymic nouns, 
"Did you read the registration ?" "Please send me the form." 
read < Xl,registration >, send < X2, form,Z2 >. 

Type 9: Different verbs and tim same nouns with modifier. 
"Could you tell me the limit for application?" 
"The application is closed now." 
tell < X 1 ,limit(applieation),Z1 >, dose < X2, app}ioation >. 

Type 12: l)ifferent verbs and the same nouns with a compound 
noun. 

"Could you tell me the registration limit?" 
"The registration is received till August 10th." 
tell < Xl,registration llmit,Z1 > ,receive < X2, registration >. 

Figure 2 18 types ofeonstralnts and their examples. 

problems such as a n a p h o r a s ,  e l l ipses ,  p ro- forms  a n d  

r e f e r e n t - t r a n s f e r s .  Loca l  c o h e s i v e  k n o w l e d g e  h a s  

i n t e r p r e t a t i o n .  I f  t he  c o n s t r a i n t s  a re  s a t i s f i e d ,  i t s  

i n t e r p r e t a t i o n  is o b t a i n e d .  E x a m p l e s  a re  s h o w n  in  

F igure3  (b) and  (c). 

(b) I n t e r p r e t a t i o n  of an  a n a p h o r a :  for example ,  

"Could you send  me a paper?"  

" I  will send  i t  to you. " 

(c) I n t e r p r e t a t i o n  of a n  ell ipsis:  for example ,  

"Could you send  me a paper?"  

" I  wil l  send ~ to you." ; ~ m e a n s  an  ell ipsis.  

( In  J a p a n e s e  dia logues ,  such an  e l l ips is  is found often.) 

Ca) send<Xl.,paper, Zl>,seud<X2,paper,Z2>. 
(b) send < Xl,paper, Z1 >, send < X2,it,Z2>, 

= > it = paper. 
(e) send<Xl,paper, gl>,send<X2,fO,Z2>, 

= > O = paper. 

Figure 3 Examples of local cohesive knowledge. 

4. C o n t e x t  p r o e e s s i n g  w i t h  l o c a l  e o h e s i v e  knowledge  

I will  now exp la in  the  m e c h a n i s m  which  is useful  for 

" c o n t e x t u a l  r o b u s t n e s s " ,  a n d  i n t e r p r e t  c o n t e x t u a l  

p h e n o m e n a  such as a n a p h o r a s ,  el l ipses and  pro-forms. A 

flow of t he  s y s t e m  is s h o w n  in  F i g u r e  4. I n p u t t e d  

sen tences  are ana lyzed  w i th  g r a m m a r  ru les  and  lexicons, 

based  on Lex icaLfunc t iona l  G r a m m a r  (LFG) (1), and  t hen  

i n t e r m e d i a t e  r e p r e s e n t a t i o n s  ( F - s t ruc tu re s  of LFG ) are  

ob ta ined .  A n  i n t e r m e d i a t e  r e p r e s e n t a t i o n  is conve r t ed  

in to  i ts  skele ton,  because  i t  h a s  too m u c h  in fo rma t ion  to 

process for a context ,  in  F i g u r e  5. I t  is used to u n i f y  wi th  

"local cohesive knowledge"  in the  contex t  processing.  

The  a l g o r i t h m  of the  contex t  process ing  m e c h a n i s m  is 

as follows. 

(1) M a k e  a pa i r  of skele tons:  to check the  local cohesion, 

b r i n g  the  ske le tons  of the  previous utterance and  m a k e  a 

pa i r  of skele tons .  

(2) Check the  local cohesion: look up the  t ab le  of "local 

cohesive knowledge"  as a key of the  pa i r  of skele tons .  I f  

t h e  p a i r  s a t i s f i e s  t he  c o n s t r a i n t s  of " loca l  c o h e s i v e  

k n o w l e d g e " ,  t h e  p a i r  is  c o h e s i v e  a n d  t h e n  t h e  

Input Output 

I Ooneration 1 

c - - - ~ n _ _ _ _ + ~ ,  An intermediate I An intermediate *, + ~ j  
[ _ r ef_,r_e2 e n tati_o n_ _ ] ~ [ _ r_e_p r e s" on_ration . 

I Interpretations ofanaphoras, ellipses, pro- 
I Ibrms and referent-transfers. 

¢ 

skeleton ~ [I,oealeohesiveknowledge 
(gx.) (fie skeleton)={...} I~ ~(1) Constraints 
in Figure 5. ]} }(2) Intm'pt'etations of 

Ilistory of skeletons 1 I ,/anaphoras' ellipses, pro-forms 
(Ex') (fl sketet°n) = { ' " } i n  Figure 5. / 1  and referent-transfers' 

Context processing 

Figure 4 A flow of a dialogue-machlne translation system. 
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in te rpre ta t ions  of ellipses, anaphoras ,  pr0-forms and 

ref 'erent  t r a n s f e r s  are  o b t a i n e d  wi th  " local  cohes ive  

knowledge".  

5. T h e  e x p e r i m e n t  

When  we bui l t  the system, one of the most impor tan t  

problems was how to produce the knowledge.  We defined 

the local cohesive knowledge and used its defini t ion to 

extract  knowledge  from a l ingu is t i cs  da tabase  a lmos t  

automat ical ly .  

We have  a l ingu i s t i c  da tabase  which i n c l u d e s  60 

keyboard dialogues. The dialogues include 70,000 words 

in total and the number  of different  words is more than 

3000. These dialogues are analyzed and managed  by a 

l inguist ic  database (P-). 

We e x t r a c t e d  local  cohes ive  k n o w l e d g e  f rom 60 

dialogues which include 350 verbs and 1000 nouns. Fi rs t  

we made  a table which includes each verb and its noun. 

Then we extracted constraints  of local cohesive knowledge 

to make  the pa i r  from the table. Cons t ra in t  pat tern (a), 

a:!~ shown in F igure  3, was obtained au tomat ica l ly  from 

the data  and pat terns  (b) and (e) were genera ted  from 

pa t t e rn  (a). We obta ined  24531 a s se r t i ons  o f " l o c a l  

cohesive  knowledge"  for types  1, 2 and 3, and 651 

a.,.;:sertions of" local  cohesive knowledge" for t.ypes 7, 8 and 

9, We have learned tha t  local cohesive knowledge is very 

s p a r s e .  T h e r e f o r e  the  v o l u m e  of " loca l  c o h e s i v e  

kzmwledge" is not  a problem. 

We have  implemented  the fi 'amework as a module of a 

i(1" I sle.eletml ) = ; ( 1 ) ske in ton 

i {iifl I qUiD ; = ' t o i l  < {l'; SU B,I ;,, f O B J  2i,(f,. Oi~j  ~ > '] ,  

[(ft SU ILj )=:l:e, i fe pRI!;D)__ ~ ] ' ;~N.B) !fx lq(I';I)) - -@, 

[fit ()F;J2)=: f.a, Ila Pllt",ll) = ~], ; I~ men c,s an ellipsis, 
{I['I O ~J = [I. "1 P x 'H) = ' n u  d el", t~ MOI ) )=  fn, I'~ Pl{i , i l ) l= 'c~edi '~card '  

I []} ;¢ N.B } ( f:,: M O DI = f'~,, It meac, s ;i nlodil lel  , 

( l ie ske l e ton i  = ; (2) sk~ lotml 

{[{ rio P R E D )  ='ilax, e < (l' 10 SU ]?,.J l,([1 ~ O BJ I -> 'i, 

[trio S U B d )  = I'll , (l'l; PI.H..' l) ) . :  ¢.~], 

[{h~, ( )BJI  = f i> {t12 I 'RI ' ;D)::  Q ], 

[I) 

local  c o h e s i v e  k n o w h , d g e ( I }  

In)  te l l  < X 1, n u n l b ( ! r  (l:l ed it ca rd 1, ZI  > ,  h a v e  < N 2, c redi  t ca rd > 

ib) f e b  < X l ,  nt lmlJlrr  (e r l 'd i t  c a rd ) ,  ZI  > ,  h a v e , ' :  X2 ,  [ I ; " ,  

= > ' i t '  = ' t : t trdit  cazd ' ,  

i t )  t e l L <  X1,  n u m b m  Icrodit ,  c a r d i  ZI  > ,  h a v e  < X 2 ,  ~ > ,  

= > ~ = 'credit.  card ' .  

h,cal _cohesive._ knl)wh dge 12). (N,B) ~" n~ is a m e t a - v a l i a b i e .  

( 1 ) C o n s t r a i n t s  tilt sl.:cletolls 

'~ at t ' l t E D ) = ~ ' t e l t  < (  "~ [~l SUIM),I  { ni OBJ2) , (  { ai O B J ) > ' ,  

nI OILJ)=e "[ ha, 
( ~ na PI{.ED) = c ' n u m b e r  ', 

( ]' na MOI))  = e ~ n,h ( T .4 lq~'i';I)) = c ' c red i t  card ' ,  

~" n2 l ' lU<D)=c: 'have  <(  } n?. SUB5) , (  ~ ~z OllJ5 > ' ,  

{2) i n t e r l ) r e t a t i o n s  fi>r a n a p h o r a s  and  eliipos: 

(a)( '[ t~z OBJ  )=~. ~ n5 ,( '[ ,;5 Pl( l" l ) )=c 'crediL ca~:d'" 

or {b} { { ~2 ( )BJ  }=c { n5 ,{ { ,:;, Pl{I , ; I ))=c ' i t '  

:- > ( "~ n5 A N A P I  IORA) = ' c redi t  card ' .  

or (c} ( "[ n'e {)BJ )=e  } n5 ,{ "[ ...~ l}lH';I]l = cO 

= > ( T n5 I"i ' l ' l l )SlS) ' : ' ( : I  edit  carci'. 

(N.B) I lere the  local cohesive kni)wlcdge ( 1 ) is k e l ) resented us Li"() rel/t e sen ta t  ion, 

the  h)cal cohesive knowledge  {2). It, is equ iva len t .  In Ihe imph!Inenta t i l /n  Ihe [,I;'G 

s ty le  was  used, 

Figure  5 Examples  of a pair  of skeletons 

and their  local cohesive knowledge. 

context  process in a dialogue machine- t rans la t ion  system. 

The system is buil t  on a Lt?G based machine- t rans la t ion  

system (3). It  has 200 g rammar  rules and more than 3000 

words. I t  t ransfers Japanese  sentences into Engl ish  ones. 

It  was implemented  in Quintus  Prolog on a SUN-4 system 

and its program size was 3.4MB. 

An example  is shown in Figure 5. 

(1) kurej i t to  kaado (credit card) no (of) namae  

(name) o (OBJ) oshiete kudasai  (Could you tell). 

[ = Could you tell me the name of credit  card. 9] 

(2) motte (have) inai  (not) no desu ga (copula). 

[ = 1 don't  have a credit  card. ] 

in the sentence  (2) there  is an ell ipsis.  I t  means  

"kurej i t to  kaado (credit card)". I t  points to the modifier  in 

the previous sentence, "kurej i t to  kaado no namae  ( name 

of credit card)". In this approach, as a results  of analysis,  

the skeletons of two sentences are obtained as shown in 

F igure  5. The pair  of skeletons are satisfied with the local 

cohesive knowledge (c) in Figure  5. Then the ellipsis is 

obtained as a 'credit  card'. 

6.  C O N C I : U S I O N S  

To bu i ld  a " c o n t e x t u a l  r o b u s t n e s s "  s y s t e m ,  we 

proposed a context-processing mechan ism which analyzed 

the context with "local cohesive knowledge".  In order to 

apply the model into a machine- t rans la t ion  system, the 

knowledge needs to be produced effectively. Therefore we 

defined 18 types of" loca l  cohesive knowledge" and used 

this defini t ion to abstract  knowledge from a l inguist ics 

database almost  automatical ly .  Some of the 18 types were 

implemented  on a machine  t rans la t ion  system. The other 

t y p e s  were  no t  g e n e r a t e d ,  b e c a u s e  t h e y  i n c l u d e s  

synonyms. In l, he future,  we will construet  them with a 

t h e s a u r u s  and a lso  e x t e n d  the  c o n t e x t  p r o c e s s i n g  

a lgor i thm to process more complicated phenomena such 

as paral le l  phrases. 
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