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ABSTRACT

This note presents an overview of the
English~Chinese Translation System for
Tourists (ECTST) currently under de—
velopment abt South China University of
Technology. A brief description of
the Dbilingual dictionary is given,
foilowed by descriptions of grammar
rules repregsentation and the main
processes involved in translation.

SYSTEM CONFIGURATICON

ECTST consista of a translation pro-
gram, a bilingual dictionary and a
rule~data base. The  program body is
composed of a sequence of modules,
performing translation in four phases:
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The initiation phase is concerned with
input of the 8L sentence, dictionary
look-up and morphological processing.
The analysis phase involves syntactic
and semantic parsing, which are accom-
plished through linguistic models and
case frame. The transfer phase com—
prises rules for converting the parsed
SL sentence into the TL sentence. The
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generation phase, applying +the con-
tents obtained from the previous pro-
cess, generates the TL sentence.

FCTST is implemented din PASCAL. The
software is separated from the lin-
guigtic data, so that any language can
be accepted if the grammar rules and
vocabulary are given. Likewise, the
system program are free +to change
their components with no undue res-
trictions +that may be imposed by the
linguistic components.

DICTIONARY CONTENTS

The dictionary is bilingual: it con~
tains morphological, syntactic and se-
mantic information needed for  the
analysis and generation of a sentence.
This includes information about the
category of words, their semantio fea-
tures and case frames. Intries in the
lexicon are of eight types, and their
semantic features are based on graded
concepts. The case frame provides a
means to find out the 1logical rela~
tionship between components in +the
sentence,

At present, the dictionary contains a
limited set of lexical entries, which
are grouped into models with the ini-
tial letter as the index for acocess.

GRAMMAR RULES

In ECTST, rules are represented in the
form of meta-model. It may contain
one or more data items as shown below:
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In the {transfer stage, transformation
is accomplished in 1wo stepst: eirst
the internal sitructure of the 'l zen-
tence 1is generated into a tree, with
nodes that indicate their proper se-
mantioc and erawmaticsl order in ths TL
sentences then lexicon rules ars in—
voked to transier the 0L entry, on the
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from the surface sthrusture the entry. The advantage of such a pro-
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another.
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SITuation, for example, may Tall into then scanned by way of left recursion
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and with words appended to i1ts termi-
nal nodes as required. Finally, a
character styring is obtained; its oute
put is a sentence in TL.

CONCLUSION

Efforts made over the past decade have
achieved considerable vprogress in
machine translation. First syntactic
parsing was pursued, then semantic and
context analysis was advocated. ECTST
has profited from both theories.

essentially a
I+ often

Natural language is
discrete information system.

allows multiple syntactic interpreta—~
tions. To minimize the possibility of

maltiple interpretstion; we introduce
a minimum amcunt of semantic informa-—~
tion and adopt the case frame. This
vrovides {lexible facility in syntac~
tic analysis and helps {o distinguish
structural ambiguity. In this ap-
proach, the translation accuracy is up
to 90/ or more, which can be raised if
corresponding information and/or rules
are mouifizd and supplemented.
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