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A b s t r a c t  

\Ve int roduce lea.tare terms containing sorts, vztriables, nega- 
tion and named disjunction for the specification of feature 
structures.  We show that  the possibility to label d i@mc- 
tions with names has m~tjor advantages both for the 'use 
of feature logic in computat ionaJ  linguistics and its imple- 
mentation. We give an open world semantics for feature 
terms, where the denota t ion of a term is determined in de- 
pendence on the disjunctive conte:rt, i.e. the choices taken 
for the disjunctions. We define conte:ct-unique feature de- 
scription.% a relational, constraint-based rcpresentat ion lan- 
guage and give a normMization procedure that  allows to test 
consistency of feature terms. This  procedure does not only 
avoid expansion 1o disjunctive normal fbrm but maintains 
also s t ructure  sharing between information contained in dii:- 
ferent disjuncts as much as possible. Context -unique  feature 
descriptions can be easily implemented in environments  that  
support  ordinary unification (such as I?UOLOG). 

1 I n t r o d u c t i o n  

1. t. A m b i g u i t y  i n  N a t ; u r a l  ] [ , a n g u a g e  

Our use of language mirrors our intel lectual  capacities, 
which are as yet my no mea.ns understood.  As long as we 
can not formally de.scribe the processes involved in thinking 
and understanding,  k)rnlM descriptions of human language 
have to b<: rough approximations.  One pa.rticular instance 
of this general fact is; the problem of disambiguat ion of hu- 
man utterances.  Since our use of words fits our capabilit ies 
of itnderstanding l.heir meaning,  contex:t and intent,  systems 
that do ilot have such capabili t ies can, at best, produce sets 
of possible analyses. It is well known that  such sets can be 
very la.rge in practice. 
Ambigui ty  in aatnral  language is fed by a couple of source.~;, 
including lexicat ambiguity,  where differing analyses are pos- 
sible for a given word concerning its part of speech, subcat.- 
cgorization for complements ,  morphological  features, or any 
o!her information assigned to it, and structural  ambiguity 
introduced by different possible groupings or interpreta t ions  
of phrases or different interrelaIious between them with re- 
spect to subcategorizatioil ,  meaning,  pragmMics etc. On 
each le.vel, a. bunch of possibilities exist, which could po-- 
tentially mult iply to an enormous space of combinations.  
l lowever, these possibilities interact  and restrict each other  
in such a way, that  taking it all together - only a few 
(hopcfulJy exactly one ) in t e rp re t a t ions  remain. 

1 .2  U n i f i c a t i o n - B a s e d  F o r m a l i s m s  

For about  a decade, many fornral theories of naturM lan-. 
guage haw: tried to describe their subject  in terms of so 
called feature structures,  i.e. potent ial ly nested bundels of 
features that  are assigned to words and phrases. These 
structures are somet imes  seen as M)stract l inguistic objects, 
which are described using a suitable description language, 
somet imes  they are given ~ concrete shape in form of finite 
automatons  and regarded themselves  as descriptions of the 
linguistic objects [Kasper /Ronnds  86]. Despite such differ- 
ences in interpretation, there is a consensus among the the- 

ories that  linguistic descriptions should provide constraints 
concerning feature s t ructures  and that  a set. of such con- 
straints gives a partial description of the feature st, rnctures 
associated with a phrase. A set of constraints  defines a milli 
real model, i.e. a rninimM structure  satisfying all constrainls 
in the set. The  union of two sets of constraints  sot  (ontra.. 
dieting each other  leads to a minimal  model which is the 
least common extension of the models of both sets. Sn(-h 
minimal  common extensions can be constructed by unifica- 
tion of the given models, hence the term unification-based 
form alisrns. 
There  is also a consensus among feature-based ti~eories that 
ambiguity should be described with disjunctive formulas, 
and most formalisms offer ways to spe(:it} them. If disiunc 
tlon is present, there is usila.l}y a. tinite l tumber el  minimal 
models instead of only one. Ilowever,  until now, the way 
such disjunctive specifications have been processed compu 
tai ional ly was not quite satisfactory. An enumeration of 
the possibilities using a backtracking scheme or a chart, 
which c.orresponds to an expansion to disjunctive nornlal 
form in the underlying logic, often leads to computat ional  
ineflMency. 
Approaches to improve the situa.iion both ill terms of 
the logic and the in lplementat ion (see e.g. [ l (ar t tuncn 81, 
Ka.'q~er 87, Eisele/Dgrre 88, Maxwel l /Kap lan  $9]) can be 
subdivided in those assuming di:,junctive value.s tor fealures 
and lhose allowing [or more general terms of disjunction. 
Roughly, we can state that  fornia.lisms and implementatio;is  
that  provide wilue disjunction can be implelnented more eas 
ily a.nd more efiicienilg', since they can exploit the faci that 
disjunclive information for a certain feature ha~; no et[ect (~li 
other  features (as long ;is disjunctive iui\3rnlation .'loe~ not 
interact  with path equivalences, see [Eisele/1)grre g8]). t3tlt. 
the restriction to wdue disjunction decreases the expressive 
power of the formalism, since disjunctions concerning d i [  
l\?rent features must be s ta ted on a higher level, Schemes 
providing for general disjunction allow for a more compact 
representat ion of such cases. But if disjunctive information 
is not local to single features, the interact ion between differ- 
ent parts of tile descripi.ion is more dilflcuh to handle (see 
e.g. [Kasper 87]). 
The  method  we propose combines advantages of both ap 
preaches. It  can be seen as a generalization of value dis- 
junct ion,  which allows for a concise description of di~Lju~c- 
Lion concerning more than one feature, or pat;h. It can also 
be se.en as an efficient implementa t ion  of general disjunctiol~ 
which a.llows to exploit the locality of disjunctive informa- 
tion whenever  this is possible. 

2 F e a t u r e  T e r m s  

2 . 1  Disjunct ion N a m e s  

The  background of our approach is the simple observation 
that  general disjunction affecting more than one feature can 
be reduced to value disjunction for those k'atnres,  provided 
that  tile correspondence between such disjunctions can be 
expressed within the formalism. In order to s tate such cor- 
respondences, we will label disjunctions with a disjunctiot~ 
name. Take, tbr instance, th.e formula ( l)  that  could be used 
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F i g u r e  1: S y n t a x  a n d  S e m a n t i c s  of  F e a t u r e  T e r m s  

to express  t h a t  the  d i rec t ional  read ing  of the  ge rman  prepo- 
s i t ion "in" ( = i n t o )  cor responds  to the  accusa t ive  case of the  
following noun  phrase ,  whereas  the  s ta t i c  read ing  ( = i n )  cor- 
responds  to the  da t ive  case. T h i s  can also be expressed by 
(2), where  the  index  dl at  the  d i s junc t ion  sign indica tes  the  
m u t u a l  dependence  of b o t h  d is junct ions .  T h r o u g h o u t  this  
paper ,  we will assume t h a t  each d i s junc t ion  is labelled wi th  
~ name.  Even  in cases where  a d i s junc t ion  appear s  only once 
in the  in i t ia l  descr ip t ion,  n a m i n g  it  will help us to t r ea t  the  
: interaction be tween  d i s junc t ion  and  p a t h  equivalence cor- 
rectly. 

(1 )  ( s y n  : a r g :  case : da t  A s e m :  r e l :  s t a t d n )  
V ( s y n  : arg  : c a s e  : a c e  A s e r e  : rel  : d i r d n )  

(2) s y n :  arg : case : (da t  Va, ace) 
A sem : tel  : ( s t a t d n  Vd, dir_in) 

r s 2 . 2  S y n t a x  a n d  S e m a n t i c s  o f  F e a t u r e  t e r m . '  

\Ve inco rpora t e  n a m e d  d i s junc t ion  in to  ~t language  of so- 
called fea ture  terms (s imilar  to those  in [Smolka 88]), where 
each fea tu re  t e rm  descr ibes  a set of possible feature  s t ruc-  
tures.  T h e  language  allows for the  use of sort  symbols 
A,B,C. . .  (:_ S,  on which some pa r t i a l  order  ~ induces  a 
lower semi la t t i ce  (i.e. VA, B E S : CLB(A, B) e S). T 
and  ± are the  g rea tes t  and  least  e lement  of S. We also dis- 
t ingu ish  a set of s ingle ton  sorts  (a, b, c . . .  E Sg  C S), which 
include the  special  sor t  NONE. J_ is the  only sor t  smal ler  t han  
a s ingle ton  sort .  T h e  language  provides  a set F of fea ture  
symbols  (wr i t t en  f ,  g, h , . . . ) ,  an iMini te  set. V of var iables  
(wr i t t en  x, y, z, xa, Yl, • • .) to express  pa th  equivalence,  and 
an inf ini te  set  D of d i s junc t ion  names  (wr i t t en  d, dl ,  d2 , . . . ) .  
S, F ,  V and  D are pMrwise disjoint .  Sort  symbols  and vari- 
ables can be nega ted  to express  negat ive  values and  pa th  
equivalence (s imple negat ion) .  T he  res t r ic t ion  of nega t ion  
to sor t  symbols  and  var iab les  is no t  essential ,  since the  nega- 
t ion of any fea tu re  t e r m  can always be reduced to these  forms 
in l inear  t ime  [Smolka 88]. 

D e f i n i t i o n  1 ( F e a t u r e  T e r m s )  We define the set F T  of  
feature  terms  with wwiables,  s imple  negat ion and named  dis- 
j u n c t i o n  by the context- free produc t ion  rules given in Fig. 1. 
Let ters  s, t, t l ,  . . .  will always denote  feature  terms.  

The  seman t i c s  of our  t e rms  is defined wi th  respect  to an 
i n t e rp r e t a t i on ,  which is a pair  (H, .z) of a universe of the  
i n t e r p r e t a t i o n  and  an i n t e r p r e t a t i o n  func t ion  snch tha t :  

• T z:=// and -k z= [~ 

• for all sor ts  A, 11: G L B ( A ,  B)  "z = A ~ rl B z 
• s ingle ton  sor ts  are m a p p e d  onto  s ingle ton sets 
• for (;very feature  f :  f z  is a funct ion  b/ -+ lt .  
• if a is a s ingle ton  sor t  and  f is a fea tn re  symbol ,  then 

f z  maps  a z in to  N O N E  "/ 

W h e n  in t e rp r e t i ng  a fea tu re  t e rm wi th  var iables  and n a m e d  
dis junct ions ,  we have  to make  sure t h a t  the  same value is 
assigned to each occurrence  of a var iable  and t ha t  the  same 
b ranch  is chosen for each occurrence  of a n a m e d  dis junct ion.  

To achieve this,  we in t roduce  variable ass ignments  t ha t  map 
var iables  to e lements  of tile universe  and  dis junct ive  contexts 
t h a t  assign to each d i s junc t ion  n a m e  the  b r a n c h  t ha t  has to 
be t aken  for this  dis. innction and hence specify a possible 
i n t e r p r e t a t i o n  of a fo rmula  wi th  n a m e d  dis jnnct ion .  Since 
we l imi t  ourselves to b inary  d is junct ions ,  a b ranch  of a dis- 
j u n c t i o n  can be specified by one of the  symbols  l or r. 

D e f i n i t i o n  2 ( / / - A s s i g n m e n t )  A l t - a s s i g n m e ~ t  a. is an 

e lement  of  l.t V ,  i.e. a Junc t ion  f rom  V to l i .  

D e f i n i t i o n  3 ( C o n t e x t ) A  con tex t  is an e lement  of 

(1, r )  D ,  i.e. a f u n c t i o n  f rom  D to the set { l , r } .  7'he.,'gmbols 
~, ~', etc. will ahvags denote  contexts .  

For a given i n t e r p r e t a t i o n ,  we define the  deno ta t ion  of a 

fea ture  t e rm  in a con tex t  ~ E {1, r} D under  an ass ignment  

a E N v as shown in Fig. 1. T h e  deno ta t i on  of a feature 

t e rm  as such is defined by: 

:_- U U  st,. 
nE{l,r} D c~E~/v 

3 Context-Unique Feature Descriptions 
To descr ibe the  c o m p u t a t i o n a l  m e c h a n i s m s  needed for an 
i m p l e m e n t a t i o n ,  we will i n t roduce  a re la t ional  language Io 
express  cons t r a in t s  over  var iables .  Unlike s imilar  approaches  
(e.g. [Smolka 88]), our cons t r a in t  l anguage  will also be nsed 
to express  d i s junc t ive  in fo rmat ion .  For this  language,  we will 
define a no rma l  form t h a t  exh ib i t s  inconsis tencies ,  and sim- 
plification rules t h a t  allow to normal ize  a given specification. 
Our  language  will provide  only two kinds of cons t ra in ts ,  one 
t h a t  re la tes  a var iable  to  some fea tu re  t e rm (wr i t t en  z I t )  
attd one t h a t  expresses t h a t  ce r t a in  con tex t s  are excluded 
from cons idera t ion  because the inforn-tal.ion known for them 
is incons i s ten t  (wr i t t en  ±[k]) .  
In order  to refer to sets of contexts ,  we define 

D e f i n i t i o n  4 ( C o n t e x t  D e s c . r i p t i o n s )  
A con tex t  descr ip t ion  is a propos i t ioned . form, la  where the 
cons tan t  TRUE, variables wr i t ten  d,: l and d,: r with d, E D, 
and the operators A, V and  ~ may  be empl~wecl. 
C D  will deplete the set of  contex t  descriptio~ts. The symbols 
k, kl . . . .  will alwags denote  members  o f  C D .  
The set of  pure ly  co~junct ivc  contex t  descriptiol~s ( , o t  eoa- 
ta in ing the operators V and ~ )  is denoted  by CD¢.  
Each contex t  x sat is f ies  the context  descr ipt ion "rRu[,; (writ- 
ten n ~,:  TUUF), wherea,, n ~ .  d : b  for  b E { l , r }  only if 
t~(d) = b. 7'he mean ing  of  contex t  descr ipt ions  invoh.,i,g A, 
V and -~ is defined as irt proposi t ional  logic. 
I f  n ~ k, we will also say that  k descr ibes  or covers ~r or 
that  ~ lies in k. 
A contex t  descr ip t ion  is called con t rad ic to ry ,  if ~m eold~:rt 

sat isf ies it. 
Two contex t  deseripti<ms k, k' which are satisf ied b!] e:ractlg 
the same contexts  are called equivalent  (wri t ten  ],'=- k') .  
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An important  form of constraints  for our approach are con- 
s traints  like x I z l  kin, x2 which expresses  that  x and x l  have 
to be equal in contex ts  where ~ ( d l )  = 1 and so do x and 
x2 in contex ts  where ~(dl )  = r. Such const ra ints  are called 
bifurcations and Xl, x2 are called (the dl: l -  and d l : r - )  vari- 
ants' of x. Assume an addit ional  cons t ra in t  xl [ xa kid2 x4, 
then x3 will be called the dl: l  A d2:l-variant of x and so on. 
Now, instead of accumula t ing  cons t ra in ts  on the variable x 
which might  be effective in different contex ts  and could in- 
teract  in complicated ways, we (:an in t roduce new variables 
as var iants  of ~ and a t tach the informat ion to them.  

We will somet imes  reffer to a. var iant  of a variable x wi thout  
having a variable name for this variant.  To this end, we will 
use a special nota t ion  x / k  to denote  the k-variant  of x. Such 
expressions will be called contextcd variables. 

D e f i n i t i o n  5 ( C o n t e x t e d  V a r i a b l e s )  A contexted vari- 
able is a pair  x / k  where x G V and k ~ CI)~.  
V,: wilt denote  the un ion  of  V with the set  of  eontex ted  vario 
ables. Elernents  of  V~  will be wri t ten  with capital let ters 
X ,  ?', Z, X1,  Y'I . . .  lib mark  the dis t inct ion,  we will some.. 
time.~ call the members  of  V pure variables. 

During t.he normal izat ion of feature descript ions we will 
somet imes  need variable subs t i tu t ion .  If a descript ion eon- 
taiz)s e.g. x [y, where other  cons t ra in ts  might  express con- 
flicting in format ion  about  x and y, we want  to concent ra te  
this informat ion  on one variable (say a:) by m~bstituting all 
oceurences of y in o ther  cons t ra in ts  by x. This  could lea(] to 
problems when const ra in ts  a t t ached  to x and y are relevant  
in different contexts .  One way to t reat  this s i tuat ion cor- 
rec'.ly would be the in t roduc t ion  of condit ional  subs t i tu t ion  
(see iEisele /DSrre  90] for details) .  The way we choose here 
is to rest.ric~ the use of variables in such a way tha t  it is 
always safe to use convent ional  subst i tu t ion.  
Our trick **'ill be to require thud. essentially all occurences of 
a variable x are relevant  to the same set of contexts .  We call 
this condi t ion (defined more precisely below) the context° 
uniqaer~ess of  variables.  ~Ve. will set up the normal  fornl and 
the rewri te  sys tem in such a way, tha t  context-nniquel ,ess  
of a descr ipt ion is ma in ta ined  during the simplil ication pro- 
tess.  (See [Eisele/ i )Srre  90] for a more detai led mot iva t ion  
of contex t -un iqueness ) .  'The set of relevant contexts  will be 
regarded as an inherent  and invariant  p roper ty  of varial)les, 
and we will in t roduce  a contex t  ass ignment ,  i.e. ,~ partial  
function Con  : V ~--~ CD~: tha t  maps each variable in use 

to a purely conjunct ive  descr ipt ion of the contexts  it is rel- 
evant  to. \ \ r e e x t e n d  ( ' on  to context.ed var ial) lesby defining 
C'ou(:,./~:) :::: co,,(:~) A ~. 
in order Io obtain contex t -un ique  descript ions,  we generalize 
our feature terms so tha t  they may also contain  contex ted  
variables. 

D e f i n i t i o n  6 ( G o n t e x t e d  F e a t u r e  T e r m s )  A contex ted  
feature term is buih' according go def ini t ion l, but where both 
p~tre and contex ted  variables m ay  occur. The set  o f  contextcd 
feature  terms will be denoted  by F T ~ .  The symbols s, t, t~ . .. 
may  henc@~rth also denote  contexted  feature  germs. 
The dc**otation o f  a contcx ted  feature  term in a context  n 

{I, r} D under  an a s s i g n m e n t  ee ~ l/[ V is defined as for  usual 
fea ture  terms  by adding: 

[x/k]~,,~ :=  ~ otherwise  

We can now define the context  compat ibi l i ty  of a feature 
term. This  definit ion is somewha t  technical  and the reader 

can skip it, since our algori thm will produce only context-  
unique descript ions,  anyway. 

D e f i n i t i o n  7 ( C o n t e x t  c o m p a t i b i l i t y )  Given a partial  
ass ignment  Con : V ~-~ C D e ,  a contexted feature term t 
is contex t -compat ib le  to a context  descr ip t ion k with respect 
to Con ,  wr i t t en  t ,'ocon k, according to the fo l lowing  condi- 
t ions.  A ~Con k 

X " c o n  k 
-~t "-co,; k 

f : t  ~Co,,  k 
s N t " c o n  k 

s Ud t " C o n  k 

for  arbi trary  k E C D ~  
iff C o n ( X )  = k 
l i f t  ~ C o .  k 
l i f t  ~ C o .  k 
i f f  s ~ C o ,  k and  t *~Co,* k 
i f J s  ~Co~ k A d : l  
and  t ~co,~ k A d : r  

D e f i n i t i o n  8 ( C o n t e x t - u n i q u e  f e a t u r e  d e s c r i p t i o n s )  
A contex t -uniquc  feature  descr ip t ion  (m0,CUC, Con)  is a 
triple such that: 

* xo C V ,  called the root variable 
e CUC' is a set  of  contex t -un ique  constraints  which ei- 

ther have the f o r m  
&[k], where k E C D  or 
X l t  , where X C V ~ , t  E F'£~ and t "co,~ C o n ( X )  

o Con  is a con t ex t  a s s ignmen t  which is defined for  all 
variables in C U C  

The s eman t i c s  of  contextounique feature  descript ions  is 
given by the sa t i s fac t ion  relat ion t-::Co~ between vari- 
able as.~ignmentfl ,  contex ts  and constraints ,  which is 
parametr i zed  with a contex t  ass ignment .  

~, '~ t:=~: ..... X l t  iJJ" ~ V : ~ C o , . ( X )  o," < X )  c ~t] ..... 
~,,~ V<'o,, ±[k] ifl  ~ >~ k 

7'he denota t ion  of  a con tex t .un ique  f -descr ip t ion  is: 

[ (x0 , c~  c ,  Co,,)lj :--= {~O'0) I ~ < z c v , ~  c {l,r} :° s.t. 
Ve ~ C U C  : r_t, ~ t::Co- c} 

Given a feature t e rm t not conta in ing  the variable x0, we 
(:an find an equivalent  con tex t -un ique  feature description 
(x0, {~0 IF}, Con)  as follows. We initialize the context  as- 
s ignment  Con  so tha t  x0 and all variables eont ,dned in t 
are mapped  to TRUE ( they are regarded as relevant to all 
contexts) .  Then  we obtMn the con tex ted  feature term t' by 
replacing all occurences of variables in t which are embed° 
ded in dis junct ions by their  appropr ia te  variants,  such that  
~J "~C:on TItUE 2. 

P r o p o s i t i o n :  if t does not conta in  the variable x0, and if 
Con and t '  are ob ta ined  fi'om t as described above, 
then [t~ ~.= ~(x0, {:co I t ' } ,C0n)~ .  For a proof see 
[ l '; isele/ l)grre 90]. 

4 N o r m a l  F e a t u r e  D e s c r i p t i o n s  

One way to elimina:te a con tex ted  wn:iable (take e.g. x / d l : l )  
from a descr ipt ion is to in t roduce  a bifurcat ion (x J xl kl~ x2) 
and replace the variable by an appropr ia te  variant (in this 
case xl ) .  AnMogously, con tex ted  variables with rnore coin- 
plex context  descr ipt ions  can be replaced by introducing 
several bifurcations.  However,  it turns  out tha t  our rep- 
resenta t ion  can be more  compac t  if we allow for the use of 
contexted  variables. But we have to prevent  conflicting in- 
lbrmation from being a t t ached  to variants  of a variable. Our 
normal  form will therefore  allow the use of contexted  vari- 
ables in certain places, but  in some cases, a pure variable 
has to be used. 

l c~ is extended to eontexted variables by: a(x/k)::::: c~(x) 
2 ]in the sequel we will also assmne that  inaccessible disjuncts 

resulting fi'om nested disjunctions with identical names (e.g. t2 
in tl tad (t2 Md t3)) are removed. 
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A con tex t -un ique  fea tu re  descr ip t ion  (x0, CUC, Con) is nor° 
tool if i t  satisfies the  following condi t ions:  

A) All cons t r a in t s  in CUC have  one of the  forms: 
• Z[k] 

• x I xl Ud z2 
® x l-~y, where  x 7~ y 
• x l A o r x l ~ A  
• x l f : Y  

where k C CD,  x ~ , x 2 , x , y  C V , Y  C V ~ , d  E D and  A E 
S \ { T , _ L }  

B) 'lThe following res t r i c t ions  apply:  

t .  ]f  ±[k]  aud  x I~ aro in cuc ,  t h e n  Co.(~') A -,k is no t  
con t r ad i c to ry  

2, if  x IX aud X I l] are in CUC, then  A = 1] 
3. if :el a and x l t  are in CUC, t hen  t = a 
4. if x ] A and x I -~I3 are in CUC, t hen  A ~ .B and  

5. if x I~A  and  a' I~B are in C'UC, t hen  A ~ B 
6. if x l f :  Y and m l f : Z  are in CUC, then  Y = Z 
7. i f  _L[k] and .L[k'] are it, C U C ,  then k = k' 
8. if x 12:1 lad  ~;2 and x I t are ill C[r(?, then  t = ,';'21 U d  X2 

4 . ?  S i m p l i f i c a t i o n  R u l e s  f o r  N o r m a l i z a t i o n  

Fo~: normal iza t ion ,  we have  to consider  all ways a contex t -  
unique  fea tu re  descr ip t ion  could fail to be normal ,  and we 
have  to find an equiva lent  descr ip t ion  t h a t  is in (or closer 
t.o) no rma l  form. To th is  end, we give simp]if icat ion rules 
for each possible case. Since there  are m a n y  different ways 
to violate no rma l  form, we get a lot  of different rules, bu t  
each of t h e m  is very s imple  and the i r  correc tness  should 
be easy to see. T h e  rules are pa r am e t r i z ed  wi th  the  root  
var iable  (which should  not  be s u b s t i t u t e d  away) aml wi th  
th< con tex t  ass ignment ,  which will be ex tended  to new vari- 
abh:.s du r ing  s~implification. To faci l i t~te  no ta t ion ,  we use 
c .~.; CUC to deno te  {c} u CUC where CUC is supposed 
no~ lo con ta in  the  cons t r a in t  c, and C/fCx~,a  denotes  CUC 
with  all oecurences  of x replaced by y. Also, if we wri te  
d: b A k' ,  t hen  k'  is supposed not  to con ta in  d: b. T he  eases 
we have  to handle  are grouped  in those t h a t  t reM single 
n o n - n o r m a l  cons t r a in t s  (S) and  those t h a t  t r ea t  in te rac t ious  
be tween different cons t r a in t s  (M). 
The re  are S-Rules for all forms of cons t r a in t s  which conflict 
w i lh  condi t ion  A), i.e. which are of our  of the  forms 

J. */kl~ 
e. ~ l-,vlk 
:L x l Y  
4. x l t  or xl-~t ,  where t has the form T,  2_ or z 

5. x ] f : ~ l ,  where tl ~ Vc 
6. xltl Flt2 
r. :,:It~ u a t 2 ,  where { h , t 2 }  ¢_ g 

A m o n g  the  s i tua t ions  in which a con tex ted  var iable  x / k  con- 
fliers wi th  normal  form, we have to d is t inguish  severM cases. 
If ].: ~ 'I'RUF,, then  the  con tex t  descr ip t ion is i r re levant  and 
we can replace x / k  by x (Rule S~,,lb). Otherwise ,  if there  
exi:qts ah:eady a b i fu rca t ion  x lxtLlaxr,  such t ha t  k _~ d : bAk' 
for some b C {1, r} and k'  C CD~,  where k' does not  con ta in  
d : b, then  we can replace x / k  by the  shor t e r  t e rm :cb/k' 
(Rule S~,,lc).  ]f there  is a biflu:cation x ]:tt  LJd z,- where 
d does not  appea r  in k, the  cons t r a in t  a t t a ched  to x / k  is 
dist . r ibuted over the  wtriablc.s :ct and x,. (Rule S~,,ld). In 
order  to m a i n t a i n  con tex t -un iqueness ,  the  var iables  appear -  
ing in the  cons t r a in t  luLve to be replaced by the i r  respect ive  
el:/. and  d:r-w~riants .  We use i l k  as a s h o r t h a n d  for a eon- 
tex ted  fea tu re  te rm,  where each var iable  has been replaced 

by i ts  k-var iant ,  i.e. z has  been  replaced by z / k  and z ' /k '  
by z ' / (k '  A k) (see also rule ( M ~ 8 c ) ,  below). Only if no bi- 
fu rca t ion  exists  for x we have  to in t roduce  a new bift trcation 
(Rule S~,,le).  We select a d i s junc t ion  name  d f lom k such 
t h a t  k - d: b A k' for some b E {l, r} attd k' E CD¢,  where 
k' does not  con ta in  d : b, we add a b i furca t ion  x lxt  Lid :/:,, 
to CUC, where act and x,. are new variables,  and we extend 
Con by mapp ing  x~ to Con(x )A  d:l and x,- to C o n ( x ) A  d: r. 
Now we can replace x / k  by xb/k' .  
T h e  o ther  rules hand le  equal i t ies  by subs t i t u t i ng  a variable 
by some o ther  var iable ,  e l imina te  r e d u n d a n t  constraints ,  
hand le  inconsis tencies ,  or decompose  cons t ra in t s  with  com- 
plex fea ture  t e rms  in to  a set of s imple  cons t ra in ts .  
' l 'he  cases where  a pair  of cons t r a in t s  violates  some of the 
condi t ions  I l l - 7  can be t r ea t ed  as for s imilar  non-dis junct ive  
rewri te  sys tems (see [Smolka 88] or [Eiscle/DSrre 9(/]). 
Rules M ~ , ]  - 7 hand le  those.  W h e n  a b i furca t ion  x Ix: tJdx2 
occurs  toge the r  wi th  some o ther  cons t r a iu t  on z, this  could 
lead to a con t r ad i c t ion  wi th  i n fo rma t ion  known about  xl 
and ace. i lere,  we d i s t ingnish  th ree  cases, if  the other  con- 
s t r a in t  happens  to be a b i fu rca t ion  re I yl Lid Ye with the 
same dis juoct ion  name  d, we get equal i t ies  be tween both  
d: i -var ian t s  and  bo th  d : r - v a r i a n t s  (Rule A/¢~8a). If the 
o the r  cons t r a in t  is a b i fu rca t ion  x I yl Idol, y2 with a differ- 
en t  d i s junc t ion  name,  t hen  the. two d is junc t ions  in terac t  and 
have to be mul t ip l ied  out  for the  wtr iable  x ( lhl le  3/~,8b).  
To this  cud, four new var iables  are in t roduced  as var iants  
of x attd new b i furca t ions  are insta l led t ha t  l ink the new 
var iables  to those a l ready in use. Con is ex tended for the 
new variables.  In any o the r  case, the  cons t ra in t  a t tached  
to x is d i s t r i bu t ed  over b o t h  var iants ,  and context  descrip- 
t ions for var iables  on the  r i gh t -hand  side of the cons t ra in t  
are in t roduced  or adap ted  as required by contex t -uniqueness  
( t lu le  M ~ S c ) .  

4.2 Soundness; Completeness and Ternfinatlon 

We can show t h a t  our s implif icat ion rules cons t i tu t e  an al- 
gori thna for the  cons is tency (or unif icat ion)  problem,  which 
is sound a n d c o m p l e t c  and  g u a r a n t e e d  to t e rmina te .  For de- 
tai led proofs the  reader  is referred to [Eisele/ I )Srre  90]. Be- 
low, we give the  key in tu i t i ons  or s t ra teg ies  for the proofs. 
Soundness  can be seen by inspec t ing  the  rules. £ach  rule 
rewri tes  a clause to one w i t h  an equivalent  deno ta t lom To 
show t h a t  the  a lgor i thm Mways finds an answer,  we first ob- 
serve t h a t  to evcry con tex t -un ique  fea ture  descript ion tha t  
is p roduced  dur ing  t r ans l a t ion  or normal iza t ion  aud tha t  
is not  normal  at  le,'Lst one of the  rules applies. When  the 
resul t  of s implif icat ion is the  single cons t r a in t  ±[k I where 
k ~ "rRuI.:, th is  means  t h a t  the  descr ip t ion  failed to unify. 
in  any o ther  case we cart cons t ruc t  models  from the normal 
form result .  The  basic idea is to choose a con tex t  i~ which is 
not  covered by the  con tex t  descr ip t ion of a cons t ra in t  Z[k] 
in our fo rmula  and  ' p r o j e c t '  the  fo rmula  in to  this  context  by 
regard ing  0nly those cons t ra i l , t s  which are re levant  to this 
context;, t he reby  degene ra t i ng  b i furca t ions  to nondis junct ive  
b indings  a" I Y. Th i s  nond i s junc t ive  set of cons t ra in t s  can be 
made  into a modeh  
In order  to prove t e r m i n a t i o n  we construct,  a complexity 
measure  for descr ip t ions  (a n a t u r a l  n u m b e r )  which is de- 
creased in eve,'), rewri te  s tep  (see [Eisele/DSrre  90]). tIere 
we take advau tage  of the  fact t h a t  a l though  there  are rules 
which increase  the  u u m b e r  of cons t r a in t s  and hence seem to 
add to complexi ty,  these  rules also can be seen as part. of 
an inhe ren t ly  i r revers ible  process, since they d is t r ibute  in- 
fo rmat ion  M.tached to a var iable  over var iables  in more spe- 
cific contexts .  Bu t  since the  n u m b e r  of dis,junction uames 
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(Scula)  

(s~..~) 

(s~,~) 

(s~3a) 
(s~3~) 
(s~3c) 
( s ~ 4 . )  
(S¢,~4b) 

(s~8) 

( s~6 )  
(s~7) 

• /~lx/~' x~ c u c  
x l~ l t  s¢ c u c  

x / k l t  X~ x l x ~ d X , .  & CUC 
x /k l  t & x lx~uax~  h CUC 

x/~l t  s~ c u c  

x l-~ylk & CUC 
x lY l k  & CUC 

x ly  & CUC 
xo l Y gz CUC 

z l t  & CUC 
xl t  & CUC 

~,~lf : t ~tz CUC 

x l h rn t 2  & CUC 
x l h U d t ~  & CUC 

---*xo,Co,~ CUC (k -- k' due to context-uniqueness)  

-*xo,Co. x l t  & CUC, if k ~ TRUE 
-'*~.o,co~ xb/k ' l t  & xlxtLAdX," & CUC, ifk==-d:bAk' 
--*zo,Co~ x , / k l t /d : l  t~ x , . /k l t /d:r  Sz ~ l ~ , ~ x T  ,~: cuc ,  
if (S:~,lc) does not  match  

---~o,co,~ x~lk ' l t  & x l x ~ U d x ~  & CUC 
if (S~ la ,  b,c,d) do not match,  k =_ d:bA k', x~,x,, are new, 

and Con(xb) :=  Con(x) A d:b 
---+~o,co,~ y /k l" .x  8z CUC 
---*~o,Co~ y / k l x  ~ CUC 
--+xo,Con C U C x ~  , if x ¢ x0 

-*~o,Co~ CUC~_~,o 
--~o,co, ±[Con(z)] & CUC , i f  t =  ± , t  = - ~ V o r  t = - ~ x  

-~o,co~, CUC , i f t = T ,  t =  ~_kor  t = x  

~xo.Co~ x l f : y  & y[t & CUC , i f t C V ~  
where y is new and Con(y) :=  Con(x) 

--"~o,Co. xl& & xlt2 & CUC 
--*xo,Co~ x l x t U d X .  & xtl t t  & x,- l t ,  Xc CUC 
where {&,t2} ¢ V,  Xb are new and Con(xb) := C o n ( x ) A  d:b 

(~4cul) 
(M~2) 
(i~3~) 

(M~4~) 
(M~,,4~) 
(M~5) 
(M~6) 

(M~.8a) 
(M~s8) 

(M:~8~) 

±[k] ~ x lt & CUC 
z l A  & z t B  & CUC 
xla  & xl-~y & CUC 

xla & x l f : Y  & CUC 
x l A  Sz xl-~B S¢ CUC 
x l A  ~ z l - , B  & CUC 

x I-,A ~ x l-.B & CUC 
x l f : Y  & z l f : Z  & c u e  

±[~] s~ ±[~'] ~ c u e  
x I x~ LAd x2 &: x lY~ LJd y2 ~5 CUC 
xlx~ LAa~ x~ ~ xlyLJd~ z ~ CUC 

xlxxu~z~ ~= ~lt & c u e  

"-+X 0 , C o n  

~-'~ x o , C o ~  

- ~ x  0 , CorL 

" - ~ x  o , C o n  

" - * x  o , C o n  

"-'-~x 0 , C o n  

- - ' ~ X o , C O r t  

" " + x  o , C o ~  

- - + x  o , C o n  

--+xo,Con 

" - + x  o , C o n  

_l_[k] & CUC, if Con(x) A -,k is contradic tory  

x I G L B ( A , B  ) & CUC 
x la & y l-~a & CUC 
x l a  g¢ Y INONE & c u e  

±[Con(x)] ~5 CUC, if a _< B 

x[A  & CUC, if G L B ( A , B )  = ± 
x [ ~ B  & CUC, i f A < B  
x l f : Y  & Z I Y  & CUC 
_l_[k v k'] & CUC 

xlx~ uax~ s~ (cucw-x~)u:-x~_ 
x lx l  LJdx x~ ~ xll!/a LAd2 zl ~ xzly2 Lla~ z'2 

yly lk la~y~  & z l z l t 2 a t  z2 ~ CUC, 
where dl :/: d2 and yl, y2, zl, z2 are new 

--*~o,Co, x l x a u d z 2  & zal t /d: l  $.~ z21t/d:r ~ CrfC 
where t is not a bifurcation 

F i g u r e  2: S i m p l i f i c a t i o n  Ru le s  

is l imited, the contexts  associated to variables can not be 
arbitrari ly specific and hence, this process must  terminate .  

4 . 3  A n  E x a m p l e  

Due to lack of space, our example can not demonst ra te  all 
capabili t ies of the formalisrn, but  will concentra te  on the 
t r ea tment  of disjunction and the support  of s t ructure  shar- 
ing between different disjuncts.  Assume as initial feature 
term f : (x N g : ta) V3 h : ((x Ud y) yl i : t I )  where t a  and 
t1 might  be themselves complex. Transla t ion to context-  
unique tbrm will produce the description (x0, {xolf  : (x Ng : 
t 'c;)Nh : ( (x /d: lLAdy/d:r )  N i  : t 'D},Conl ) where t'~ and 
t} might  contain contexted variables if necessary. Par t ia l  
normalizat ion then produces 

x0 [x01h zlx/d: lUay/d:  x~It) ' 

where the fur ther  decomposi t ion of the constraints  
X t "alta, x~lt~ need not interest  us. Since the bifurca- 
tion for z contains eontexted variables, it is replaced by 
zlz, Ud z~, zzlx/d: l, zrly/d: r, but  the la t te r  two constraints  
lead to the int roduct ion of bifurcations also for x and y. Fur- 
thermore,  the feature constraints  on x and z are dis tr ibuted 

over their  respective variants.  We eventual ly  get: 

xo, ~ x[.l ud z,., 6'o~3 

~,.1i : xz/d:r, 
% ~l~t Ud zr, 

Although the resulting description contains contexted vari- 
ables which refer to variants of z c  and :r~, we do not have to 
introduce bifurcations for these variables. Itcnce the infor- 
mat ion contained in constraints  on the variables x a  and xi  
is not duplicated,  a l though both variables are used within 
a disjunction. However, if there would be more information 
on the values of the g -  or / - - features  of z~, x~, or z~, for 
instance a constraint  of the form z~lg : x', this would lead 
to the int roduct ion of a bifurcation for xa ,  and some parts 
of the s t ructure  embedded  under x a  would have to be dis- 
t r ibuted over the variants  of z a .  But  the unfolding of the 
s t ructure  below xc. would be l imi ted to the minimal  neces- 

sary amount ,  since those parts of the s t ructure  that  do not 
interact  with informat ion known about  ~' could make use of 
contexted variables. 
Informally speaking, if we unify a s t ructure  with a disjunc- 
tion, only those parts of the s t ructure  have to be copied that 
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in teract  wi th  the informat ion contained in the disjunction. 

4,4 Algor i thmic  Considerat ions  

One major  advant~ge of our t r ea tmen t  is its similarity with 
convent ional  rewri te  systems for feature logic. Since we per- 
lorm only conventionM subst i tu t ion of variables (opposed 
to condit ional  subst i tu t ion as in [Maxwel l /Kaplan  89], see 
[Eisele /Dgrre  90] for a discussion), our system can be eas- 
ily implemented  in envi ronments  providing te rm unification 
(PnoLoc, ) ,  or the ahnost  l inear solution of the union/find 
problem could be exploited (see e.g. [Aft-Kaci 84]). The only 
essential extension we need concerns tire t r ea tment  of con- 
text  descriptions. A context  description contained in a con- 
texted variable is always purely conjunctive,  tIence the nec- 
essary operat ions  (comparison with TRUe;, locating, adding 
or delet ing a simple conjunct)  can each be implemented  by 
one simple list operat ion.  In the constraint  expressing in- 
consistent contexts  (A_[k]), k is a disjunction of the inconsis- 
tencies found so far (which themselves are purely conjunc- 
tive). This  could be also represented in a list of (purely 
conjunctive.) contexts.  However,  the exclusion of irrelevant 
constraints  ~: It ,  where C o n ( x )  is covered by k in ±[k],  and 
the (final) test if k ~ TRUe involves a bit more propositional 
calculation. Since these tests might  occur more often than 
the detect ion of a new inconsistency, it might  be worthwile 
to use a representat ion tha t  facil i tates the test  for entail-  
ment.  In any case, the implementa t ion  can make use of fast 
bi t -vector  operations.  

<!:.5 M a x w e l l  a n d  K a p l a n ' s  A p p r o a c h  

An approach which ours is especially interest ing to con> 
pare with is the dis junct ive constraint  satisfaction proce- 
dure given in [Maxwel l /Kaplan  89], because of the similar 
representat ions involved in the two approaches. They use 
also dis junct ion names and contexts  to represent  disjunc- 
tive constraints  and propose ,~ general t ransformat ion pro- 
cedure which turns a rewri te  system for non-disjunctive con- 
straints into one which handles disjunction of constraints 
with the use of corttexted constraints,  having the impli.- 
cational form ( k - ~  d), where ¢ is some non-disjanctlw.' 
constraint .  This  is done by replacing every rewrite rule 
by its "contexted  versimF', e.g., ¢1 A ¢2 ~ ¢a is re- 
placed by (k:t - ~  (/)1) A (k2  - ~  ~ 2 )  - - ' +  ( k l  A "~k2 ~ (/)1) A 

(k~ A ~k~ --, O~) A (< A k~ --, 0~), where k~ and k~ are 
variables for context  descriptions. There  are two severe 
efficiency-critical problems if we want  to use the outcome 
of this t ransla t ion wi thout  further  optimization.  First,  any 
rule of the generated form should only apply to a pair of con- 
texted constraints  whose contexts  are compatible ,  i.e. kl A/c2 
is not contradictory.  But now, since context  descriptions 
taay include conjunct ion and negation at any level, this test 
itself is an A /P -comple t e  problem, which has to be solved 
before every application of a rule. The  second problem con- 
cerns subst i tut ion.  Consider a rule like z - y A ~  ~ ~,a-.~. 
The  t ranslat ion produces a rule in which (P is rewri t ten to 
both ~ and (I)v_x , indexed with different context  descrip- 
tions. Thu,~, we cannot  simply perform a replacement,  but 
instead, have to make a copy of 45 (or at least those parts of 45 
containing y). Unfortunately,  this prevents  also the efficient 
union/f ind method to be employed for bnilding equivalence 
classes for variables instead of actual subst i tut ion.  All of 
I, hese problems arc avoided if we let the context  description 
,:)f a contexted constraint  depend implicit ly on the variables 
in it  through the in t roduct ion of context-unique variables. 
From this point  of view, our method  can be seen as an op- 

tirnized implementa t ion  of the t ransla ted rewrite system for 
unification in feature logic wittt sorts and negation. 

5 C o n c l u s i o n  

To summarize ,  we have presented a new unification method 
for tile full la.nguage of feature logic including variables, sorts 
and negation which avoids expansion to disjunctiw~ normal 
form, if possible. The  basic principle is to minimize unnec- 
essary interact ion of dilt'erent disjunctions by keeph~g thenl 
local to those a t t r ibutes  which they specify different values 
for through the int roduct ion of disjunction names. With this 
t r ea tment  we avoid expoimntial  explosion in many practical 
cases. A precursor of this a lgori thm [DSrre/Eisele 89] has 
been implenlenled and is successfully used in a grammar  de- 
velopment  environment .  Besides the obvious advantage of 
increased etliciency, our compact  representat ion of disjunc- 
tive information also facili tates the comparison of ahernat ivc 
solulions with common parts,  which has been proved to be a 
very valuable proper ty  in our application. Our algorithm is 
specified in a completely formalised way as a rewrite system 
for which a model-.theoretic semantics  is given. It may seem 
that  there are a lot of rules, but this can be explained by 
the following facts: we include a complete  reduction from 
feature terms (like in t ( asper / I /ounds  logic) to feature de- 
scriptions (as used in Lt."G); we handle all different types of 
constraints,  inchlding sorts ~md negation in one framework; 
and our rules only involve few primit ive operat ions for which 
sinrple and fast implementa t ions  exist. 
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