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One of the riwsl cruciel problems in natural language process-
ing 18 how bo conguer the problem of combinalorial explosions in
sentence analysis|Ford82][Tsujii84][Hiesh84|[Pereiva8l]. Tinguis-
tic coustraiuis so far formuluted by theorstical luguisis are too
weak to prevent many possible Interpretations from being gener-
sted. They have concentrated only ou formulsiing of syniaciic
consivains, which are obviously iusullicient for selecting single
interpretations of Input sentences.

Om the other hand, various methods have been proposed, by
i Astilicial Intelligence and Computational Liuguis-
nubing possible inferpretations by relerring to other
sensantic, pragmatic ones, ete. How-

researchers

iics for alim
sorts of knowledge such es
ever, these methods are not satislactory either, becanse most of
thern presuppose very vestricted subject fields and caunot deal
with the openness, the essential property of natural languages
"T'hey also formulated semontic snd pragmatic lnowldge as con-
straints which interpretations should satisfy.

i However, huian readexs utilize various cues as preferential.
That is,
betier form
pretations.

In ordinacy veading situations, humusn readers connot expect

there are many sorts of knowledge whick seem to be

tiwed in the form of rules for selecting feasible inter-

to have all information necessary for deciding interpretations. On
the combrary, they would have only tacomplete, puctiel vowledge
shout coutests wnd subject fields. Even so, they cen easily fix
siugle interpretitions for given sentences. They might select one
mterpretation for °I saw Mary with » telescope’ based on sernantic
intemacy beiween ‘o see’ and ‘a telescope’. They might also
select one interpretation for ‘Jolm was given a book by hig uncle’.
Such selections caunot be explained by consiruint rules, because
othey interpietations pre slso possible.
in this paper, we propose » new parser called RGW-p in
which conrsiraint vules and 1uefc‘/'epiml’ rules can be separately
desrcirbed in mod alar forms and ntegr ated i in the passing process

lmih effactively and efliciently [Tkeda86){Muto88].
V4-p is implerneanted on Syusbolics 3600 by using the fuvor

sYshe.

sy
s

vandzation of KGW 4o

Pig.) shows the organization of KGWp, KGW-p consists of
thice geparale compouents, the structure building compouent
{(5BC), the preference rating compoucent (PRC), snd the sched-
uler. Lhe SBC accepts constriant rules in the forn of CFU ralos
with leature angientations, and applies them to gonerate syn-
tactically possible struciures of seutences. The rules the SBC
accepts ave the rules in unification grammars.

The SBC is a botiom-up snd breadth-ivst parser with top-
down filtering, aad consiructs partial parse trees (PP1s) from
left to right. Without the PRC and the scheduler, the SBC
produces all syistactic structures conpatible with » given M" of
coustraint yules.

Ou the other hand, the PRO computes plausibility vaines
{¥Vs) of PI"I's generated by the SBC, and the scheduler loosely
coutrols the whole parsing process based on PVs. Lhe sched-
uler suspends less pr(-ibnwl parsing paths, and veswies them if
the preferred ones go to deadend in the later stapes of pac
ing. "Though KGW+-p works at prowmissing pavsing paths fis )
van gererabe, if required, all structural descriptions by reswming
suspended paths.

tonstraint Kules Prefereunce Rules
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The Orgunization of KGW+p

fFig. 1

3 Algovitho of the SBC

Maximal flexibility in controlling CFG parsing can be obtained in
the active chart parser [Kay80}[Winograd83]. fn this algorithm
schemata, a parsing process Is taken as u sequence of sitaching
an active or mactive arc to Charl, one at cach time.
Though each attachment of an arc creates a set of arcs to
be attached, the chart parser in a general form does not attach
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them Tmmediately, but registers them in Agenda . A scheduler
decides which arc in Agende is to be attched next. Because no
" a priori ordering of arc attachment is assumed, one can realize
abitrary, flexible control mechanisms in this schemata.

Ilowever, such a maximal flexibility is obtained at the cost of
efficiency. The scheduler has to be invoked at each cycle to decide
which are to be attached. Furthermore, when arcs are created,
we have to take away the arcs which exist in Agenda or in Chart,
before registering them in Agerde. The same arcs may exist to
the arcs only whose leftmost constituents are filled by inactive
arcs. Because of the reachabilily condition, we also have to check
applicability of rules to all the inactive arcs in the right neighbor,
whenever an active arc is attached. Such repeated checkings can
be avoided in more restricted algorithms,

In KGW+p, we use an Agende-like list (S-list -
list) but unlike the Agenda in the active chart parser, it ouly
keeps the arcs which will be tried after the preferred ones fail.
The other created arcs are attached immediately. Instcad of
the scheduler, the SBC has its own control scheme for building
PPTs mechanically from left to right. The scheduler of KGW--p
is more like a demon watching the SBC. When it finds less
preferred PPTs (arcs) generated, it jumps out to store them n
the S-list. Or when it finds the SBC goes to deadend, it decides
which suspended PPTs in the S-list should be resumed.

The SBC in KGW-+p uses two data structures, one for inac-

suspending

tive arcs and the other for active arcs in Chart. Asin Fig. 2,
the inactive arcs from vertex i to j are stored in P(4, j) and the
active arcs with ending vertices i are stored in G(i). We call the
arcs in P(4, j) inactive PPTs and the arcs in G(§) active PPTs.
Both P(4, j) and G(4) are realized as flavor instances of each type
(P-Flavor and G-Flavor).

ll’(l,l) lm 2) ] ll’(l aﬂ ll’(l 4)] Ll Lo ,
a1 ) B o
lP(Z.Z)A] lP(Z,3) J [P(Z,;;] l{P(Z,S) ]
The 2nd word / P(3,3) ] lP(S.‘i)] IP(S,S)_]
of lhc scnlnnco as

P4, 4) P4, 5)
Ir(s.a) i
e

G(4) I G(5)

G(1) G(2) G(3)

/

G(2) kepps the active PPTs whose

valting constituents will be filled

by the inactive PPTs in P(L,2) and P(2,1)

Fig.2 Two Data Structures in KGW+p

We also realize active and inactive PPTs as instances of the
PPT-flavor, each of which keeps the following items (¢-PPT in
the following means the PPT which is expressed by the flavor
instance)
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(1)starting and ending vertices of c-PPT
(2)syntactic category and features of the top node of
«PPT

(3)compleied constituents: a list of inactive PPT-
instances filling the child nodes of ¢-PPT
(4)remainders: a list of constituents to be filled. If
c-PPT is inactive, the remainders is an empty list.
We call the leftmost constituent of the remainders
the wailing consliluent. Note that the waiting con-
stituents of PPTs in G(¢) are to be filled by inactive
PPT's with starting vertex i

(8)pairs of a larger PPT which incorporates c-PPT
as the leftmost constituent and the rule which was
used to create the larger PPT.

Because PPT-instances keep (1) - (4) as the arcs in Char,
they can be suspended in the S-list {not immediately stored in
P(i, 5) or G(i )) and resumed afterwards frecly. (5) is used to
avoid redundant processings in the retrial phases (see Section 4).

The basic cycle of parsing is implemented as a set of methods
of P-Flavor. When P(i, j)-instance is triggered, the methods in
P-Flavor perform the following operations for each PPT stored
in P(i ).

o (Extension of Active PPTs)look for active PPTs in (i)
which can incorporate the PPT as the leftmost constituent
of the remainders, and create new PPTs

e (New Rule Application)look for rules whose leftmost con-
stituents in rhs can be unified with the PPT and whose
nonterminals in {hs can reach to the nonterminals of the
waiting constituents of active PPTs in G(i), and applies
them to create new PPTs

By storing newly created PPTs in the corresponding P(s’, j))
or G(j’) immediately , a naive bottom-up, breadih-first and lefi-
to-right parsing with top-down filtering can be easily realized as
follows.

(1)After completion of the basic cycle, P(i, j)-instance
triggers the execution of the basic cycle in P(i-1, j)-
instance

(2)A trigger to P(0, j)-instance is taken as a trig-
ger to the SBC-manager. The manager creates new
PPTs by using the rules A — aj41 (a;41 is the j+1
th words), stores them in P(j-+1, j+1) and triggers
P(j+1, j+1)-instance

(8)Parsing is started by triggering P(0, -0)-intance
(This leads to the triggering of P(1, 1) in (2)).

The basic control scheme of the SBC is the same as the above
one. However, in KGW-p, after each basic cycle of creating
new PPTs, newly created PPTs are rated by the PRC and the
scheduler suspends less preferred (active or inactive) PPTs by
storing themt in the S-list. Only preferred ones are stored in
corresponding P(¢), j’”) or G(j’) m parallel. Thus, though the
scheduler loosely controls the whole process, the SBC analyzes
sentences basically from left to right in a breadth-first manner
by its own efficient control scheme. Note that the basic control
scheme is an extended one of the algorithm proposed by V. Prati
[Pratt75] to deal with n-ery rules.



4 Resnoiag the Suspended PP'Ts

When all of preferved paths fail, the scheduler resumes some of
suspended PIl's. This caxn be done simply by tranfecring them
from the S-list to the correspoading P(3, j ) or G(j) and triggering
£y, 57). Here, §7 is the smallest one among j of P(5, j) and
G(5 ) iu which the resumed PPTs are transferred.

Adter costoriug the suspended PPTs, the same bobtow-up,
left-tovighs and breadib-first parsing is performed from the j'-1h
word. However, special care Is taken in KGW-+p to reuse PPT's
alveady construcied in the preceding trials to avoid duplicated
pProcessings.

We can reduce necessary processings in the n-th retrial phase
as follows.

(Cage-1) P(5, §) contains no ¥PUs newly creadted in
the u-ih retrial phase, and G(i) coptains no active
PYLs newly created in the u-th retrial phase

we con completely skip the basic cycle for P(5, j).
(Case-2 ) P(3, ) contuins no PPLs created in the
a-th cetrial phase, bul G(i) has active PI"L's newly
created in the w-fh retrial phase:

While we have to perform the Felension of Aclive
PPTs operation in the basic cycle for each PP in
P4, 7}, we only have to consider the new active PPTs
in G(i). This operation may lead to creation of new
PPls in the n-th retrial phase.

We aiso have to perform the New Rule Applicution
operation of the basic cycle, because the reachability
condision way change. However, it may happen that
the seme rvules have already applied to the PP'Ls in
the former trials. In this case, because each PP
keeps o list of pairs of the larger PTI's and the rules
(see Seclion J), we can reuse the larger PPTs and
avoid creating new PPy in the n-th reirial phase,

In order to minimize the redundant processings in the retrial
phascs, P~ snd G-flavors provide different slots for PP'I's created
din the w-th trial and for those created in the former irials (sec
F'ig.d). The analysis proceeds in the retrial phases in exactly the
sale way as in the first trail, but the duplication of operations
are carefully avoided.

(1) P-Flavor
nev-ppis: keeps the lnactive PPT~juslancos crealed

in the n-th retrial phase,

vappta: keveps tho lnactive PPT-instances which
dro grown la the w-th retrial phase. Rut
Lo sane PPT-instances have been created
in the torwer irlal phases.

vld-apty: keops the inactive PPT-instunces ereatod

in the former trial phases.
(2} G-¥Flavor
Bev-ppts: keeps the active PP'I‘-‘insla_ncns ¢reated
Ia tho n-th vetrial phase.
old-pptu: keops the active PPT~instances croated
li the forwer trial phases.

Fig. 9 Internai Siructures of the P~Flavor and the G-Plavor

5 Forvaat of Prefevence Rules and the

PV Calculation

in the basic cycle, for each PP in P(i, 7, the SBC creates a
sel of new PPTs which incorporate the PPY. These new PI'I's
represent different hypotheses based on the same bottom-up ev-
idence, the ncorporated P11

‘The PRC compules the PVs (plausibility values) of these dif-
ferent hypotheses by invoking a package of prefercuce rules. A
rule package is defined for computing the PVs of larger PPTs
incorprating the same inactive PP, That is, a rule package is
defined for cach syntactic category (nouterminal) of a PPI to
Jbe incorporated. A set of rules for PP-attachinent, for example,
ave defined in a package which is invoked when the iucorporated
P71 is a prepositional phrase.

In order to compute PVs, we can reler in prefercnce rules to
various sorls of information as follows (we use tree and THEL for
the incorporated PP and the incorprating PP, respectively).

(F)the top node of tree

(2)the top node of TREE

(3)constitnents of T'REE already incorporated (the
left brothers of tree in TREE)

(4)sequence of active PYI's which eventually predict
TREE (note that cach PPT keeps the larger PPUs
which will incorprate the PP'I when it is completed
- gee Seclion J)

(5)lexical information of words which appear iu the
right unaualyzed portion of sentences (look-ahead)

(4) and (5) indicate the global nature of preference rules of
KGW-p iu the sense that the PVs of TREPs arc computed
nob only from the coustitucuts of I'REEs bul also from their
swrounding contexts (Fig.4).

& rarger
s prrs (4)
%

N
& wmER(2)
Hee

Sy tree(l)

look ahead(5)

T T, £ - e NP

Fig.4 Information referred in Preference Rules

Fig.5 shows the format of preference rules. [Incompatible-
Cases] enumerates different relationships betweei fice and T'REV
. In the package for PP-attachment, we enumerate as incompat-
ible cases different types of PP-attachments such as PPs filling
one of the valences of verbs, PPs as adjuncis, etc. A set of
(Independent-Evidences] is defined for cach incompalible case.

When a set of created PPTs with the same incorporated PF'T
are given, the PRC invokes a package, and for each created rer,
it determines which exclusive case matches with it. Then, the
set of independent evidences for the case is evalnated.

Each independent evidence is expressed in a condition-value
pair and, if the condition matches with the created P¥', it re-
turns the specified value. The PRC gets a set of values from the
independent evidences, each of whichi is a primitive PV based on
a certain aspect of the PPY such as semantic intimacy of words,
well-formedness of syntactic trees, etc. By combining the values
with a certain function (currently, we use simple addition as this
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function), the PRC determines the PV for the incorporation of
tree into TREE.

(PRULE
tCAT {fone of the syntactic Categories)
:TYPE  (non-head, head} Depending on whether the category

is Lhe maximal bar-level {(head) or not.

:INCOMPATIBLE-CASES

(:tfee-cond ({condition of casel))

:independent-evidences

{(condition of evidencel] {value})

(fcondition of evidence2} lIvaluel)

({condition of cvidr:ncé(() {valuel})

............
(:tree-cond (lcondition of case?})
'
rindependent-evidences
Fig.$§ Format of the Prefovrence Rules

The actual PV of the created PPT is deterimined by the
combination of

(1) PV in the above which 1s given to the combina-
tion of tree and TREE

(2) PV of tree

(3) PV of TREE : TREE has already incorporated
left: constituents and have accumulated their PVs
(4) PV of the larger PPTs which incorporate TREE
when it is completed

Though one can consider any functions for integrating the
above set of PVs, we use simple addition in the present experi-
ments. And we do not use (4) (the PV from top-down) in this
addition.

In the present experiment, after the PRC computes the PVs
of larger PPTs incorporating the same PPT, the scheduler sus-
pends PPTs which have low PVs compared with the most prefer-
able PP'T. That is, if the difference between the highest PV and
the PV of a PPT exceeds a certain (predetermined) threshold,
the PRC suspends the PPT. '

6 Experiments

We conducted various experiments by using KGW+-p. In this
section, we will show the experiment of disambiguating sentences
containing the word that. That can be taken as a pronoun, a
determinner, a relative pronoun, a complementizer, a noun as an
antecedent of a relative clause, a conjunction for an appositional
clause or adverbial clause, an adverb, etc.

The followings are examples we realize as preference rules in
the experiment. (Note that, in the present experiment, the PVs
given by independent evidences are classified into 5 ranks, most
preferred (+2), more preferred (+1), neutral (0), less preferred
(-1) and least preferred (-2)).
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{prule
scat  that
ttype head

tincompatible-cases ({incomp-case

: tree-cond

( nade-test (= m.cat  ¥ithat))
s exist-goal

icg (:cat  Xthate)
thg ((:cat  #npt)
(:node-test (mumber abs se)f. nsen)))
g (tcat  Xnpl))
: tndependent,- evl dences {{ind-evi :vtype sem
{incomp-case fvalue +0))
i tree-cond

{:nodo-test (« m. cat %ethat))
s exi st-goal

(:cg (tcat  Xthate)
sbg ((rcat  xsv))
sog (2cat  dvp))

s independent-evidences ({1nd-evi tvtypa syn

ivalue 1))

{1ncomp-case
s tree-cond

(:node-test (= m. cat ¥#THATa))
s exlst-goal

(:cg (rcat  Xadve)
:bg ((:cat dsdec)
{:1node-~test (v« self.so +)))
g (1cat  Xsdec))
: independant - eV'du"cLS ((Ind-evi :vtype prg
(Mcom—casﬁ Fvatue +10))

ttree-cond  (:node-test (= m. cat %tcentdet))
: independent-evidences ({ind-evi

tvtype pryg

tvalus ~2)))

F'ig.6  Example of Preference Rules

(1) Nouns such as facl, news, etc. are often collo-
cated with appositional clauses. When the head of a
noun phrase preceding that is one of such nouns, the
appositional clause inlerprelation is more preferred.
(2) When the verb in the sentence is one of the verbs
subcategorized by that-clause, the complementizer in-
{erprelation is most preferrved.

(3) When the word se¢ or such appears in the preced-
ing part of the sentence, the adverbiel phrase inter-
prelation is most preferred.

(4) PP-attachments over clauses are less preferred.
(5) Omission of relative pronouns is less preferred.
(6) The pronoun and delerminer inderpretalion of
that are less preferred in written texts.

(7) Different usages of a verb have different prefer-
ences. The verb 1o {ell , for example, has five usages,
‘to tell sth to ob’, *to tell sth’, "to tell sb sth’, ’to tell sb
that-cl’ and 'to tell’ The last usage (the intransitive
usage) has the least preference.

etc.

An example of actual preference rules is given in Fig, 6. The
sentences in the following are used in the experiment.

1. 1 told the fact that sulfuric acid dissolves the metal.

2. 1 told the man that sulfuric acid dissolves the metal.

3. I was so tired that I could not move.

4. I was so surprised at the fact that John told us.

5. 1 told the fact that sulfuric acid dissolves the metal to John.
For 1 and 2, the SBC generates seven descriptions as follows.

{a) [ - [vp tell [ the [ lfact lan lthat sulfuric ..[}]]]
(b - [thell [npthe facﬁ) [ bt (,lthat sulfuric ...]J]

(o) ..[vptell [npthe fact [rel—cl[npthat sulfuric] ..]] [npthe metal]]]
(d)g ...[thell [npthe [nplfa,ct [upp-cl [npthat sulfuric] ..J|j]]

( tell [np the fact] [y}.1 o [np that sulfuricj ...J]]

( ..,[vptell [npthe fact [o)c
(

(©)lg-lyp tel [y the fact |

...[vp
jthat sulluric ..]]][npthe metal]]

appvclthat sulfuric ..]][npthe metal]]}

(¢} - (g) are rated low because they contain less preferred con-
structions. For example, (¢) contains the omraision of a relative
pronoun, the determiner interpretation of that, a PP-attachient
over a clause (the phrase the metal), etc. As the result, (c) be-
comes the least preferred one among the interptetations.



() and (b) are most preferable for 1 and 2, respectively. The
PVs of () end (b) in these sentences differ by the semantic con-
dition that the usage "to tell b that-c’ prefers humun as sb and
by the collocation condition that the noun faet is often collo-
cated with wan appositional that-clause but the noun maen is not.
For ihe sentences 1 and 2, KGW-p succeeds in integrating such
different sorts of prelerential cues to give the highest PVs to the
tuterpretations most preferable for hwunun readers. Furthermore,
becuuse the paihs which lead to these interpretations have the
tighest PV during the whole parsing process, any threshold val
ues can be used for suspending less preferved iuterpretations.

KGW-p also produces the valid interpretation for the sen-
sence 3 In b straightforward way, bet it enconnters certain diffi-
culties i 4 and 5.

At the iime wlen the word tha! is analyzed in the sentence
4, the relotive pronoun interpretation, which Jeads to the valid
atalysis, hus a lower PV than the other two lnterpretaions. The
adverbial clause interpretation sapported by the word so, and
the appositional clause interpretation supported by the word fect
have highe: PVs. ‘Therefore, if the thidshold valwe is low, the
valid interpretation is suspended. Furtliermore, both interpreta-
Lions succesd, though they contain such a semantically less pre-
ferved structure as [g [np John][vp ly tcll][np us]]] and the wolile
interpretaiions ave rated low.

In the sentence 5, because the interpretation most preferable
to human readers contains a PP-attachment over » clause, it is
rated less preferable than the one which contains | the |
pp to Johnl]].

These examples, cspecially the sentence 4, show thai we need
u mechanisin to notice that the selected parsing puaths become
less feasible (even though they do not fail) than the suspended
paths. This mechanism requires a global method for comparing
completely remote PPLs, We also have to devise a sophisticated
method for deciding the threshold value appropriately.

Table 1 shows the effect of the threshold values in the analysis
of the sententce 5. In the case when the threshold is 2, only a
single analysis result is obtained at the first trial, but the result
is not the most feasible one for human readers

ap upl

metal |

Threshold Valus

Tiue for Compluting

the Ist Trial(sec)
Tine for the PV
Couputation

No. -of Suspended 0 4 4 9 13 L5 29
ibvts I R .
No. of Parse Trees 18 16 16 § 4 3

dn the 1st Trial.’

Table 1. The Effect of Different Throshold Values

7 Couclusions

In this paper, we describe the organization and the basic algo-
rithnt of KGWH-p., KGW+p allows one to prepare knowledge for
natural language parsing in two separate forms. One is for the
consiratal type of knowledge and the other is for the preference
type of knowledge.

By using the constreint type of knowledge, the SBC (Struc-
ture Building Component) in KGW+p produces partial parse
trees mechanically from left to right in a breadtl-first mau-
ner. ‘Phe scheduler, which is a kind of demon watching the
SBG, loosely controls the whole parsing process by utilizing PVs
(Plausibility Values) given by the PRC (Preference Rating Con-
pouent). The PRC uses the preference type of knowledge to
compute the PVs.

KGW--p prepares u framework in which we can obtain the
Hezibility of control, the modurarily in knowledye preparation |
and the efficiency and complelencss of parsing at the same time.

It is & very delicate and difficult problem to decide the actual
PVs of interpretations and the threshold value for suspending
PPTs. Because various different sorts of factors may contribute
to the PVs with different strengths, we certainly have to com-
bine conventional NLP techniques with appropriate statistical
and stochastic models. We hope that KGW-}p gives us a good
starting point for such future vesearches.
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