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siwagt, This paper deccidbes o procedure for lezical se-
of open-class fexical frems i a natwal Izngrage
i tton gystesn. An optimom lexical selection module
st o able 0 malie veatization decisions wndder vacy-
g condexinal ciicumsiances.  Firsi, it most be able 1o
v withoni ke nfluence of context, based on meau-
ing coreespondences beiween clemenis of conceptoal ju-
put and the fexical Javentory of the target language. Sec-
o, it st bo able (0 use contextual coustiaings, as sup-
poted by collocational information jn the generation Texi-
filvdd, fhers aluse i m option of realizing input ep-
itiong pronomiudily o hrough definite descriptions.
must also be an opiion of using elliptical
consteaciions.  The natuce of background knowledge and
the sipocithin we snggest for this task are deseribed. The
lexical gelection proceduse i a pard of a cotuprehensive
poneralion Systeny, DIOGLNGS,

v place on the generation researol fag.
Wainral laugsaps soaoiion i vaditionally divided into two stages: the
plagsing (‘what i "y stage aud the lexical and syniactic
wi (aow Lo say 117) stage. ‘The Jatice siage consists, essentially,
of & farge sei ol realization choices Tor the viuious meanings of the in-
1, nsiug thie morphiological, syntactic and lexical means of exprossion
i (e eped laogoage (T1). Rescarch roporicd hers deals with the pro-
cess of lexicad solection diving this sceond stage of generation, Many
of T exisiing gencration systeras have been conceived as componenis
o nataeal Yaapaage interfaces to database sysioms. Ta such generators
the Iexical inventory can be stroagly constizined withont jeopardizing
the quatity of the imeraction (cf., ¢.g., McKeown, 1985). Such systcrs
necessavily coucentrate on choosing appropriaie ‘Y1, syntax -- indeed,
generators ae cxpected to produce adequate symactic structares, Lex-
ical sclection becomes more important when it is difficult 10 constiain
ihe iypes of outpnt in peneiaiion, and, cousequently, when the lexicon
Becomes laige. Machine tanslation and automatic text sumnatization
A awong epplications that by natare require a wide range of outputs
and have 1o use a sizeable lexicon. Noto that of these two the forner
docs uot invelve uticrauce planning and concentrates on lexical and
syniactic xezlization.

Ju e natural language generation community the fask of lexical
selection bay uot yet atiacied a sufficient amount of attention, though
it way addiessed in a well-known ealy generation project (Goldmau,
1975) and i3 widely yovognized as au impotient pioblem (cf. Dan-
los, 1984; Jroobs, 1985; Bienkowski, 1986; sud the survey Cnmming,
1986). Oue motivation for ihis research was that we agree with Mar-
wug {1987, 1 211) that ‘most generation systems don’t use woids at
all,” s we belie W ihe quality of generation ontput will improve
sipuiticaut eguate lexical selection comyponent becomnes a
stamdand yost of 2 NLG sysicm.,
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i'e

Xesearch xepoced in this paper was performed within the DIOGENES
veoject (Minenbug, 1987), whuse olsjective is to provide a high-quality
peneraior £0° 2 knowledpe-based interlingnal machine frauslation sys-
tern, 'The fupry o this genevator is a set of a) world concepi instances
itiat vopresaot the propositional content of the original text, and b) sets
of text paancior values that reprosent ils pragmatic conient, (These

concepts are represented in a frame-orented formalism and are fute-
connected according to the rales of a special grammar -- see Nivenburg
ot al., 1986 for a detailed description.) In this paper we deal with a
subset of the generaiion task, namely, the selection of open-class lexical
itesns 10 realize the meanings of object, cvent and property tokens in
tite firput. ‘Thus, the outpur of the gencration module described hiere is
a lexical uait or a profown in the tacget language.

Owr approach (and especially the expected input) to text peacration
is similar to that of the SEMSYN project (e.g. Rosner, 1986). Lexical
sclection is not, however, an iinmediate concem of and iy not discussed
ot any lengih in SEMSYN descriptions (sce, fov instance, Laubsch
{1984, p. 492), and a published analysis of practical difficulric
comntered by the project (Hanakata et al., 1986) docs noi addves
issu¢ ai all. Forthermore, since uniil very recently that project
generate scatence-length toxts (article tites), the problom of ke
descriptions, pronominalization and cllipsis did not become acutely foi-
poriant.

3 Why is it a difficult task?

Lexicul choice is not a straightfor ward task, Snuppose we huve o express
in Boglish the meaning ‘a person whose sex is male and whose age is
between 13 and 15 years.” What knowledge do people usc in order 1o
conte up with an appropriate choice out of such candidate realizations
as those listed in (1).

(1) boy, kid, teenager, youth, child, young man, schoolboy, adoles-
cent, man,

Without a seniential context the choice, based on closeness of thic
meaning match and generality of meaniug, should be hoy. For a com-
puter program o be capable of making choices like this, §i bas w0
possess a preference-assigning capabilily on the maiches between the
meanings of the candidate lexical realization on the one band and the
input meaning unit (see the discussion of the matching metric tolow),

3.1 Collocations

Lexical choices are, however, typically made in contexf. Contextual
refations amony fexical units reflect meaning-induced consiraints on
cooceurcence (sclectioual restrictions: admire takes 2 homan subject).
Sometimes, however, it is difficult to formulate a covccurencs con-
straint. in terms of sclectional restriclions atone.  Thus, for example,
the causative constraction with the English influence requires exert; its
Russian cquivalent viijanie coyuires okazyvat’, and the lalter s uoi a
Russian correlae of exert other than i the above and very few simila
syntagmatic consteuctions. Why do we use, in English, shed with icars
of leaves but don't usually say shed water out of a bucket or they drop
sears every lime when <..>7 Such propertics of the lexical stock of
a natueal language arc called collocational. We will now illusicate the
concept of collocation theough several examples,

Consider the conceptual operator of « large quantity of, a (rclalive)
valne for measuring quantitics (of materials, foices, qualitics, propertics,
ete.). 1tis realived in English in accordance with collocational propertics
of the lexical units that ave used as its operands. Not every quantity goes
with every realization of the above operator. Members of the sel <big,
enormous, great, high, large, strong, wide> of potential ccalizalions
of a large quantity of can cooccur with every of the members of the
set <amount, difficulty, expanse, selection, voltage> of quantitics. We
say high voltage but a large amount. It would be inappropriaic for
a gencration system to produce something like high selection ot lorge
difficulty. (Notc that in parsing the problem of assigning a similar
semantic marker to all the varions expressions from the exainpic can,
in principle, be fackled through a mechanism of metaphor processing
(c.g., Carbonell, 1987), whereby a general hewristic rule is developed
for processing metaphorical inpat belonging a single class, such as, for
iustance, a large quantity of... — see Lakoff and Johnson, 1980, for au
extensive listing of potential metaphor classes; in gencration, however,
the task is the oppositc — to produce fluent metaphorical lagnage.
Since this depends not on regularitics of meaning, but rather on the
idiosyncrasies of meaning realization in the varions natural laaguages,
the general rules will be more ditficalt to come by aud formulate.)

An additional class of collocations are the paradigmatic colloca-
tions. 'These are best exemyplified by the “set-complement’ collocaiions
such as the English left and right or parents and children. "The knowi-
edge of these collocations, for instance, simplifics the process of lexical
selection of conjoined constructions, such as ladies and gentlenicn.

Collocational relations are defined on lexical vnifs, not meauing
representations, ‘The study of colloeations ascends 10 Firih (1951); ii iz
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a central part of the Meaning - Text school of linguistics -— cf. Mel’¢nk,
1974; 1981, The importance of collocational properties in generations
has been recognized (cf. Cumming, 1986), but relatively few systems
actually include collocational information in their decision processes.

3.2 Ellipsis and Anaphora

Certain contexis completely alleviate the problem of open-class lexical
selection. Consider the following (gloss of an) input segment;

(2) Clause;: Buy(Johns booky), timey, focus: booky
Clawse,: Bring(Johns booky office,), belong-to{office; Johns),
timey: timey > times, focus: office;
Clauses: Read(Tohns booky), aspect: inchoative, lime: after(time,)

Once of the adequate ways of realizing it is:

(3) John bought o book. He brought this book to his office and
started to read it.

There are seven instances of the three object-type concepts in the
case-role slots of the input propositions above. Each of the three con-
cepts is realized lexically only once. In two cases these meanings
were realized through pronominalization and in one each through def-
inite description and an elliptical construction. This example shows
that non-lexical realization is an integral part of the process of lexical
sclection in gencration,

In what follows we briefly describe the system architecture, the
knowledge structures and the algorithm we use for selecting open-class
lexical items in generation.

4 The System and the Knowledge

DIOGENES is a distributed natural language generation system featuring
a blackboard-type control structure. The processing in it is concen-
trated in the knowledge sources which are triggered by the state of
the various blackboards. The latter contain the input 10 generation as
well as all intermediate and final results of DIOGENES operation, rep-
resented uniformly in a frame-oriented knowledge representation lan-
guage. Background knowledge in DIOGENES includes the following
components relevant to the task of lexical selection:

® 4 concept lexicon, a set of knowledge structures that describe ob-
Jject and event-types in the (sub)world of the texts to be generated
(the first application of DIOGENES is; for example, in the domain
of computer hardware manuals)

Graph Brows,

o a generation lexicon that limks (sub)world concepts (or, more
accurately, their instances) with particular lexical units of the
target language.

The above description is necessarily incomplete. Sce Nirenburg,
1987 for an extensive specification of all the facets of DIOGGHNES,

The implementation vehicles for DIOGENES are the Framekit kinowl-
edge representation language (Carbonell and Joseph, 1985) and cmif
ComronLisp running on an IBM PC RT.

Sample concept lexicon entries are illustrated in Figure 1. The figure
shows a screen of the knowledge acquisition and mainienance systerm,
called ONTOS (Nirenburg et al. 1988), which we use for acquiting
and maintaining the lexicons. The figure shows a pactial view of the
concept network and three concept lexicon frames cotresponding o the
concepts of research-workstation, memory and disk.

“The following is a sample input that will allow DIOGENES to produce
the sentence
The basic IBM personal computer XT consists of a system unit and a
weyboard

{{(ID clausel)
{(PROPOSITION parxt-ofl)
{MODALITY real)
{SUBWORLD computer-world)
{ (SPEECH-ACT definltion)
{DIRECT? no)
(SPEAKER author)
(HEARER reader))
{FOCUS
(GIVEN rolel)
{NEW (and role2? role3))})
{ (PROPOSITION part-ofl)
{I8--TOKEN-OF part-of)
{PATIENT rolel}
(COUNTERPATIENT (({(and role2 role3))
{ASPECT
{PHASE begin-end)
(DURATION always)})

Computer, ,

Sy bl PO _pertof

[Personal, JSuper.’) Fainfrane, .| Fins, [ Dich 3 Cpu_ ][ Hemory, . ]fﬁm-r-huﬂm-in..Ih«tmow“..

Frome Edit: DISK  insert  Glosw
oo
irreme Class: DISK

Freme Edit: MEMORY  intart  close |lparr.or CCOMPUT!
15-8

Frame Edit; RESEARCH-WORKSTATIONINsart cl
Frame Class: RESERRCH-UDRKBTRTION

18-A

rems Cless: HEHORY

ER!
(CWUTER-PERI PHERAL 54}
MEMORYY

DEFINITION ("Secandary storage”)
] to iaherited fraw CONPUTES-PERTPHE]

(COMPUNVER~COMPOHENT)

(COMPUTER) SURCLASSES (DISK 1/0-DEVICE)

N
(0.1 TO 1000000)
ﬂ.ﬂtl muﬂ(ll from oum

{0n.
BELDNES—TD (CRFﬂTURE DRGANIZATION)

Cosimand>

15-n {ERSONALY SUBCLASSES (DISK) i D
SUBCLASSES (tBH-PC/ IDEFTNITION ("UBRKING STORAGE FORoJ) oy ot Fo e T Toot00)
DEFINITION Crhigh powlrld“) THE CPU")  Brycian R R retY
FENGTH 0. 5T slaty dnkorited frow VAVSYCAL-ORIECT: ETh ol 10 155005
WIDTH 0.1 Tu 0,5) LENGTH (0,4 TQ 1000000 1MASS 0'1 T0 1000060)
HEGHT 170 0.5 UIDTH (0.1 10 1000000) i
OPERATING-SYSTEM (UNIX VHS 05 MSD0S  + BHEIGHT (0.4 TO 1000000) B

Lots Sumerited feen coatepsza 5T HACH) uss {e71 70 1005000) L (obi TO 1000000

orited frea 1lste nke: &
RS- AS-PART (ISK CPU HEMORY) COLOR NIl rites frem ORECT:
Flats inheritad frow WISICAL-OLIECE: 3 (0,1 TO 10000003

MASS (0,1 ¥0'1000000) Command
shnre

Tap-level comnand diskog

Command: groph device
Commands;

Figure 1. Concept Lexlicon Entries
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{{ID rolel)
(EXTENSION IBM~PCL)
;an object instance to which all the various
;descriptions (intensions) of it refer;
;for example, "“John Smith" can be intensionally
;cepresentad as “John," "Mr. Srith,"™ or "Jim’s
; fathexr" ;-— but it will refer to the same
;extension
(INTENSION
{15~TOKEN-OF IBM~PC)
(QUANYIFIER universal
(SUBWORLD computer-world)
(MODEL XT)
{CONFIGURATION minimal)))
;"basie” wmeans "minimal” set of components
;that can be called a PC; the best way of
jtreating this is to define, in the ontology, an
;attribute “"configuration" whose domain will be
; (car house computer ...} -- anything that has a
;basic price and extras, and whose range will be,
;for the time being, (minimal regular extra)

{{ID rolc?)
(RXTENSION computer-system-—unitl)
{INTENS TON .
{1S~TOKEN-OF computer-system-unit)
{QUANTIFIER universal)
{PART-OF IBM-PC model = XTI}
;one necds this tautology; otherwise, system
sunits have t.o be concept NAMES in the
;ontology, note the binding for the "model"
;jwhich docs the same compositionally, without
sproliferating names
(SUBWORLD computer-world})}

{((ID rolel)
{LXTENSTON computer—keyboardl}
(INTENSTON
(I3--TOKEN-OF computer-—-keyboard)
{QUANT [BER universal)
{PART-0¥ IBM-PC model = XT}
(SUBWORLD computer-world)))

4.1 The Generation Lexicon

The main siatic knowledge source for generating of open-class items
is a specialized generation lexicon (GL). The swructure of an entry in
the generation lexicon in DIOGENES is shown in Figurc 2 (the BNF is
incomplete wherever obvious):

GL-entry
<meaning-pattern>

The importance value serves to distinguish the saliency of the var-
ious relations for the identity of the entry head. Thus, for instance;
generating youth instead of boy seems to be less a deviation than gen-
erating girl. This is why the importance of the sex slot in the example
below is greater than that of the age slot.

The sample GL entries below do not contain a full complement of
collocation relations.

{make~frame toss
{is-token-of (value throw))
(direction (value up)
(importance 3))
{altitude {value high)
(importance 3})
(velocity (value low)
{importance 9))
{object {(value coin)
{lexeme (value "toss"))
{syntactic~info
{(lexical-class verb)
{verb-type transitive)
{morph regular)
{para-collocation
{antonym catch)
{synonym cast propel toss
fling hurl pltch pass)))

{make~-frame new

{is-token-of (value age.CL))

{age {percent-of-range {0 25)))

{domain (value non-living,CL})

{lexeme {(value '"new"))

{syntactic-info (lexical-class adjective})

{morphological-info (comparative regular)
(superlative regqular))

(para-collocation (antonym old}))

(make~frame boy
(1s~token-of (value person.CL))
{sex {value male)
{importance 10))
(age {value (2 15)}
{importance 4))
{lexeme {value “boy"})
(para-collocation (synonym lad kid child)
(antonynm girl adult)
{hypernym person)}
{syn-collocations-in (value boy.syn}))

{make-frame boy.syn
(agent-of (value play throw run jump)
{strengh 0})
{place (value school playground ballfield)
{strength 0)))

( <meaning-pattern><TL-pattern>* )
( (token-of (value <CL-concept>))

[{ <xelation> (value <value>*)
(importance <importance-value>))l}* )}

<CL--concept>
<relation>
<value>

{any concept in concept lexicon}
:= {any relation from Concept Lexicon}
:= {any concept or attribute (scale)

value in Concept Lexicon}

<importance-value>:
<TL-pattern>
<TL-lexeme>
<language>
<lex-info>
<gyntactic-info>

1210 ...

(<TL~lexeme><lex-info><collocation> )
(<language>TL-~lexical-unit | (synonym TL-lexical~unit*})
english | spanish
({(<syntactic~info>) (morph <inflection-type>))
{the contents of a syntactic dictionary

(cf. e.g. Ingria,

japanese | ...

1987)}

<inflection-type> ::= {an indication of irreqularities in forming word forms,

e.g., Qi[goose]
{ {<dimension> <dimension-value>*}* )

<collocation>

Qi [geesel}

<dimension> ::= {the name of a (syntagmatic or paradigmatic)
collocation relation based on the CL slot names
for the concept in question}

<dimension-value> ::= {a T lexical unit  (word or expression)
that can ordinarily collocate with the
TL lexical unilt in <TL-lexeme> above
and connected to the TL unit on a
specified dimension; can be recursive}

Figure 2. The Structure of the Generation Lexicon.



5 Yhe Algorithm

fn the DICGENES generator an instautiation of a hcad-selecting knowl-
cdge source is triggered simuitancously for cvery event and role instance
in the input representation. The results of their operation are posted to a
public blackboard, so that all knowledge source instances can draw on
this knowledge in their own decision processes. The knowledge sources
responsible for selecting modificrs are triggercd when the heads of their
phrases have already been sclected.

Figure 3 illustrates the algorithm for a single lexical selection (head
or modifier) knowledge source. 1f an input frame was alicady meni-
toned in the input, the guestion arises whether it should be realized
non-lexically, that is, using deictic means (this is the case with the sec-
ond appearance of John in (2)). 1f so, a proper realization must be
found and posted on the corresponding blackboard. If this process fails

LT No
e e reference to >=—=~ e e realization
frame “. concept ? indicated?
\‘q"\»
Yes
Yes
Y
- Choose
Produce non-lexical
candidate )‘j realization
realization |
set \\
Xﬂ"““&n.
NO e
© Confidence
in choice
Process above
collocational \ threshold?
i constraints /

Any other
realizations
already produced
for current
sentence?

Apply
context-independent
meaning matching
metric

V«p

at any point, we revert to the ‘regular” case of lexical realization. This
latter consists, first of all, in scanning the gencration lexicon in scaich
of a set of candidate realizations for the input frame. (1) is an example
of such a set. When such a set is produced, we attempt to filter it
by removing those candidates that are not compatible with realizations
already decided upon for other input frames in the same sentence. This
processing is based on comparing the collocation information in the
lexicon ontries for the members of various candidate realization seis.
Fior example, if a neighbor frame has aiready been rcalized as demon-
strator, then the collocational inforreation will filter out all mernbers
of (1) but youth, teenager, man. It the residual set has cardinality one,
we post the result, Otherwise —- as in the case when no collocational
information can be used — we proceed to select the realization based
solely on the entrics in the candidate realization sct (that is, withont ite

",;v"f Nou-Lexical

Single- ™
element
filtered
set?

Post
result

Quality '

of macch  \ Yes Select
higher than et best
threshold? /7 nmtﬁchm

Augment
Generation
Lexicon

Figure 3. A procedure for sclecting open-class lexical items during
text generation. Incorporates the capability to introduce anaphora and
cllipsis. Takes into account collacationat knowledge for producing con-

textually appropriate realizations.
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benefit of a context). This routine uses a well-defined inexact matching
meiric that calculates distances between the meaning of the input frame
and the meanings of the lexical units in the candidate realization set.
The closest ineaning is then selected and posted.

6 Status and Future Work

The blackboard architecture and the .incxact meaning matching mod-
ule has been implemented; the collocation treatment module has also
been implemented, but extensive testing has not been perforimed due
to the lack of a large-scale lexicon. The anaphora treatment module
has been implemented for pronominalization only, and the number of
pronorminalization rules employed has to be and will be increased,

1t i clear that the acquisition of the generation lexicon is a major
and extrenely labor-intensive task in natural language generation. The
acquisition of this dictionary, especially of the collocational information
canmot at present be done automatically, But the efficiency of the team
of human lexicographers working on this problem can be increased
dramatically through the use of specialized intelligent interactive aids.
We have developed one such Knowledge Base Maintenance Systemn
(cf. Nirenburg et al., 1987) for the acquisition of concept lexicons and
will extend it so that it becomes applicable to the task of acquiring
generation lexicons as well,

Acknowledgements

The authors would like to thank Victor Raskin, James Pustejovsky,
Rita McCawdell, Carl Pollard, Eric Nyberg, Scott Huffmann, and Ed
Kenschaft sor fruitful discussions of the topic.

References

Bienkowski, M.A. 1986. A Computational Model for Extemporancous
Elaborations. CSL, Report 1, Cognitive Science Laboratory, Princeton
University,

Carbonell, J. and R, Joseph. 1985, FRAMEKIT, A Reference Manual.
Department of Computer Science. Camegic-Mellon University.

Cumming, S. 1986. The Lexicon in Text Generation. Paper pre-
sented at the LSA Linguistics Institute Workshop on Lexicon, New
York. ’

Danlos, L. 1984, Conceptual and Linguistic Decisions in Genera-
tion. In: Proccedings of COLING-84, pp. 501-504.

Firth, JR. 1951. Modes of Mecaning. In: J.R. Firth, Papers in
Linguistics, London.

Golflman, N. 1975. Conceptual Generation. In: R. Schauk (ed.),
Conceptual Information Processing. Amsterdam: North Holland, pp.
289-3/2.

anakata, K., A. Lesniewski, S. Yokoyama. 1986, Semantic-Based
Generation of Japanese-German Translation System, Procecdings of
COLING-86. Bonn, pp. 560-562.

Hovy, E. "Integrating Text Planning and Production in Generation,”
in Proceedings of IJCAI-85, Los Angeles, 1985,

Ingria, R. 1987. Lexical Information for Parsing Systems: Points
of Convergence and Divergence. In: . Walker, A. Zampolli and N.
Carzolari (eds.) Automating the Lexicon: Research and Practice in
a Multilingual Environment. (in print).

Jacobs, P. 1985, A knowledge-based approach to language produc-
tion. Ph.D. dissertation, Usniversity of California at Berkeley.

Laubscli, J., Io. Rosner, K. Hanakata, and A. Lesnicwski, 1984,
Language Generation from Conceptual Structure: Synthesis of Ger-
man in a Japanese/German MT Project. Proceedings of COLING-84.
Stanford. pp. 491-494,

McKeown, K. 1985. ‘Text Generation. Cambridge University
Press.

Mel'duk, LA. 1974, Towards a Theory of Linguistic Models of
the Meaning-Text Type. Moscow: Nauka,

Mel'¢uk, LA, 1981, Meaning ~ Text Models: A Recent Trend in
Soviet Linguistics. Annual Review of Anthropology. Vol. 10, pp.
27-62.

Nirenburg, S., V. Raskin and A. Tucker. 1986, On Knowledge-
Based Machine Translation. Proceedings of COLING-86. Bonn, p.
627-632.

Nirenburg, S. 1987. A Distributed System for Language Genera-
tion. Technical Report CMU-CMT-86-102. Carnegic-Mellon Univer-
sity, May,

Nirenburg, S., I. Monarch, M. Calvin and T, Kaufmam, 1988.
ONTOS: A Knowledge Acquisition and Maintenance System, CMU-
CMT Internal Memo,

Rosner, D. 1986. When Mariko 'Talks to Siegfried. Procecdings of
COLING-86. Bonn, pp. 652-654.

475



