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The bottle neck in building a practical natural
language processing system is not those problems which
have been often discussed in research papers, but in
handling much more dirty, exceptional (for theoreticians,
but we frequently encounter) expressions. This panel
will focus on the problem which has been rarely written
but has been argued informally among researchers who
have tried to bulld a practical natural language process—
ing system at least once.

Theory is important and valuable for the explana-
tion and understanding, but 1s essentially the first
order approximation of a target object. As for language,
current theories are just for the basic part of the
language structure., Real language usage is quite differ-
ent from the basic language structure and a supposed
mechanism of interpretation. Natural language process-
ing system must cover real language usage as much as

possible. The system model must be designed in such a
way that it is clearly understandable by the support of
a powerful linguistic theory, and still can accept
varleties of exceptional linguistic phenomena which the
theory is difficult to treat., How we can design such a
system is a major problem in natural language process-
ing, especially for machine translation between the
languages of different linguistic families. We have to
be concerned with both linguistic and non-linguistic
world., While we have to study these difficult problems,
we must not forget about the realilzability of a useful
system from the standpoint of engineering.

I received valuable comments from Dr, Karen Jensen
who cannot participate in our panel, and kindly offered
me to use her comments freely in our pamel. I want to
cite her comments in the followings.

Why Computational Grammarians Can Be
Skeptical About Existing Linguistic Theories

Karen Jensen
IBM TJ Watson Research Center
Yorktown Heights, NY10598, U.S.A

We need to deal with huge amounts of data (numberv of
sentences, paragraphs, etc.). Exlsting linguistic
theories (LTs) play with small amounts of data.

The data involve many (and messy) details. LTs are
prematurely fond of simplicity. For example: punctua-
tion is very important for processing real text, but
LTs have nothing to say about it. (This is actually
strange, since punctuation represents -- to some
extent —— intonational contours, and these are
certainly linguistically significant.)

There is no accepted criterion for when to abandon an
LT; one can always modify theory to fit counterexam-
ples. We have fairly clear criteria: if a computa-
tional system cannot do its job in real time, then 1t
fails.

We need to use complex attribute-value structures,
which cannot be manipulated on paper or on a black-
bpard. "Trees' are only superficially involved.

This means we are absolutely committed to computation.
LTs have various degrees of commitment. :

Existing linguistic theories ave of limited uscfulness to
broad-coverage, real-world computational grammuars, pethaps
largely because existing theorists focus on limited notions of
"grammaticality,” rather than on the goal of dealing, in some
fashion, with any piece of input text. Therefore, existing the-
ories play the game of ruling out many strings of a language,
rather than the game of trying to assign plausible structures
to all strings. We suggest that the proper goal of a working
computational grammar is not to accept or reject strings, but to
assign the most reasonable structure to every input string, and
to comment on it, when necessary. (This goal does not seem
to be psychologically implausible for human beings, either.)

For years it has seemed theoretically sound to assume
that the proper business of a grammar is to describe all of the
grammatical structures of its language, and only those strue-
tures that are grammatical:

The grammar of L, will thus be a device that
generates all of the grammatical sequences of L and
none of the ungrammatical ones. (Chomsky 1957,

p. 13)
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5, We are not interested in using the most comnstrained/
restricted formalism. LTs generally are, because of
supposed claims about lamguage processing mechanisms.

We are interested in uniqueness as much as in gener-—
ality. LTs usually are not.

We are more interested in coverage of the grammar
than in completeness of the grammar. LTs generally
pursue completeness, .

We aim for "all," but not "only" the grammatical
constructlions of a natural language. Defining un-
grammatical structures 1ls, by and large, a futile
task (Alexis Manaster—Ramer, Wlodzimierz Zadrozny).

Existing LTs give at best a high-level specification
of the structure of matural languapge. Writing a
computational grammar is like writing a real program
given very abstract specs (Nelson Correa).

10, We are not skeptical of theory, just of existing

theories,

At first blugh, it seems unnecessary to cohjure up any
justification for this claim. Almost by definition, the proper
business of a grammar should be grammaticality. However, it
has been notoriously difficult to draw a line between "gram-
matical” sequences and "ungrammatical” sequences, for any
natural human language. It may even be provably impossi-
ble to define precisely the notion of grammaticality for any
lang Natural 1 ge deals with vague predicates, and
might itself be catled a vague predicator.

This being true, it still scems worthwhile to aim at parsing -
ALL of the grammatical strings of a language, but parsing
ONLY the grammatical strings becomes a dubious enterprise
at best. Arguments for doing so reduce either to dogma, or to
some general notion of propriety. Arguments against, however,
are casy to come by. Leaving theoretical considerations aside
for the moment, consider these pragmatic ones:

(a) The diachronic argument. The creativity of human
use of language is great, and language systems are always
changing. A construction that was once unacceptable becomes
acceptable over time, and vice versa. Even if a grammar could




desoribe all and only fhe graminatical sequences today, the
semie way G0t be tue tomoriow, So there is, at best, only an
academic intetest in only-gramimaticat structwres,

(b) The practical argument. In the area of applied com-~
patationial linguistics, ill-formed input is a part of daily life,
and u working pr has to bandle it. By "handle it" we
weri not grind (0  halt, but figure out some kind of appro-
printe analysls and thea cominent, if possible, on whatever iy
difficult or ususual, I real-life natural language processing
ie golig to exisl, there woust be vome way to extiuct memning
even Trom stilngs that violate customary syntaciic rules, that
are excegsively foag and complex, and that are not sentences
a5 all

At YBM Research, we are developing a broad-coverage
parsing grammar for English, called the PLNLP English Gram-
anr, ok PEG. Ity initial syntuctic component works only with
lavited information — lexical feaiures for paits of speech, for
moxphological structure, wd for some valency classes, This
coRiponeit Wics to assign some reasonable structure to any
fnipot siing of Hoglish.

Hvei di dis conent beginning state, PEG hag proved to
b2 of considerable usefidness for a xaiher wide variety of real-
woild NLP iasks. lis main use so far hag been as the parsing
compounent of CRITIQUE, a large-scale natural Janguage text
piosesding systein that identifies geammar and style errors in
Erghish text (Heidorn cf al. 1982, Richardson and Braden-
Facder 1988). A proioiype CRITIQUE sysiem is now func-
troming in three major application meas: busi offices, a
publishing center, and waiversities.

Real-wodd swatural langunage processing must deal with
huge amowits of data, which involve many, and mnessy, details,
Foi exainple, puaacioation is very iniportant in processing real
ext, but corent linguistic theories have nothing substantial
t say about pusctuation. Nor have they anylhing substan-
tal to say sbout analysis siractures for ellipsis, or for strings
tiat deviate in various degiees from the canonical order of the
langoage in which they occur. Heie is the kind of natural lan-
puage input that CRITIQUE has (o deal with. (All of the text
excenpls below are writien EXACTLY as they were produced.)

Tirst, a miemo that was sent via electronic iait to multiple
users in the ofiice envikonnient;

(1) Over the couise of the next couple of days the
accounting department will conducting inveitory of
labs and olfices here at XXX, [ (hey are currently
working on the fitst {loor, and working there way up.
If you are not ik your office and do not plan to be
there within flie next few days,please secure all con-
fidential mail and items you may have of confidential
naiure. Because if you are not there accounting is
going to go in and inventory your equiprient,

The author of text (1) is a native speaker of American
fnglish, who has a college education and is employed in a
position of yome respongibility in a large business firm. Note
the following probiems:

(a) "will conducting” should be "will conduct”;

(b) "conducting veniory” should be "conducting an

inveatory";

(c) "I they" should be jusi “They";

() "working there way up” should be "working their

way up”;

(¢) "days,please” lacks a space between the comma

wnd “please”;

) "of confidential nature" wosld be betier written

as "of a confidential nature";

(g) The Iast text segment i3 a fragment, not a com-

plete clause, although it is presented as if it were
a geritence.

No theoretically pure graimmar wotld ever be able to an-
alyze texi like this. It may be objecied that "grammar” defines
the competence that inakes it possible for us to identify mis-
tukes (a - g), and thai any working system is an embodiment of
4 kind of perfoimaitce, not competence. Very well; note then
that the wole of "gramimar™ becomes that of a COMMENTARY
on ihe analysis stactue, NOT the definition of the structure
tiself. ‘This is exactly the point. It inay be that we peed a new
defigition of the tenn "graramar.”

Within the educational envi the chatlenge for a
coinputational g is even stronger. Following arc two
exceipts fvom essays by mon-native English speakers. Text
(2) is an extreme exaniple of the run-on siyle of writing; the

i ing "gt tical" question is what cues might be used
to divide this text into separate sentences:

(2) After the analysis of three graphs we can
make conclusion, From 1940 to 1980 the farm pop-
ulation and farms decrease but the average farm size
increase, this tendency shows American don’t have
strong intensie to work on the farms, as a result it is
impossible to increase the faoms but when The peo-
ple who would like to work on farms expand their
farm size by themselves or the aid of govemment;
maybe some other agents want to invest capital in
the "farming industry",

Text (3) shows interesting problems with the definite ar-
ticle (mass vs. count NPs) and with auxiliaries in VPs:

(3) So we know, now we can use the fewer peo-
ple to get the mose food. Is the decreasing farmer
we deduce on the graph? Is the farms going to de-
creasing in future? Does the average of farm size
will develope? No. No. No.

The problem of non-"grammaticality" is pervasive in real
language use. The question

(4) Who did you tell me that won?

supposedly poses an extraclion problem - in terms of Gov-
emment Binding Theory, it violates the Empty Case Principle.
Yet it can be heard from the mouths of people who would oth-
erwise quualify as speakers of Standard English. The sentence

(5) He bought for ten shillings a ring.

supposedly violates an ordering consiraint in English because
the prepositional phrase "for ten shillings" precedes the direct
object "a ring." However, ag the direct object NP becomes
heavier and heavier, the sentence sounds better and better:

(5') He bought for ten shillings a ring that de-
lighted the woman who had previously been pro-
posed to by millionaires.

To move "for ten shillings” to a position following the direct
object in (5°) would be extremely awkward. In this case, it is
better to interpret the "grammatical” ordering rule as a stylistic
comment. The construction

(6) Himself's father came.

violates theoretical restrictions on anaphora, or Binding; but
it is fine if read with an Irish flavor. And the alternative of
having a completely separate grammar for Irish English is not
appealing. The sentence

(7) She be happy.

is censured because the main verb is not tensed; but (7) is valid
Non-standard Black English. And 5o on. Many theoretically
proscribed sequences exist and flourish as stylistic or social
variants. To ignore them, and to pursue the Holy Grail of a
grammar that describes "all and only” the grammatical strings
of a language, would be to defeat the enterprise of broad-
coverage computational parsing.

Furthermore, it is not necessary to enforce alt of the
supposedly "grammatical" restrictions within a computational
analysis grammar that actually deals with quantities of real
text, in real time. Our experience with PEG, in the CRITIQUE
application, proves this. PEG produces appropriate parses for
(4) - (7). Then a Style component can comment on the parses,
calling attention to whatever problems or variations exist. We
do not currently handle all of the difficulties posed by (1) -
(3), but we do handle some of them. For those grammatical
restrictions that have to be enforced within the syntactic gram-
mar (such as number agreement), we have a two-pass error
detection and correction strategy. For massive problems like
the run-ons in (2), we use the technique of the "fitted parse,”
which tries to identify sensible chunks of text and present them
in some reasonable framework.

Since it is neither desirable nor necessaty for a compu-
tational grammar to define "all and only" the "grammatical"
sequences of a language, and since working computational
grammars are the most comprehensive descriptions that we
can come up with, right now, for natural languages, we suggest
that the goal of real-world grammatical analysis be re-defined:
a grammar should try to describe "all," but not "only," the
grammatical strings of a language.



