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Abstract

Scntences with crossing corefercnce (Bach-Peters-sentences) arc notoriously
difficult to explain in a natural manner. An intriguing paraliel with certain pro-
perties of Prolog suggests a modification to Discourse Representation T heory
which allows a simple and coherent explanation of these, and related, sentences.

The Probiem

In English there is one type of sentence that has caused major problems for prac-
tically all linguistic theories that have tried to cxplain it, and nonc of the explana-~
tions put forward is very convincing. The sentences in question arc those with
crossing coreference, the so-called Bach-Peters-sentences. The standavd exam-
ples are

1) “The hunter who shot at it hit the lion that chased him

and, with cxplicit quantificr expressions:

2) Every man who wants it will get the prize he deserves

What is the difficulty with this type of sentence? They contain two noun phrascs
each of whicl contains a pronoun that refers 1o the other noun phrase, and the
first pronoun is furthermore a case of "backwards anaphora”, or "cataphora”,
These sentences arc admitiedly rare, but sentences with simple (non-crossing)
cataphora are quite frequent in real world English (Carden 1982). And Bach-
Peters-sentences are nevertheless perfectly regular, and so they should find a
natural explanation, Moreover, they are key examples of sentences where cata-
phora cannot, in principle, be replaced by anaphora (cf. also Millwoch 1983).
This is imporiant because one of the standard approaches to cataphora has been
to dofine it away as stylistic variant of anaphora, which can be "rectified” by a
simple teansposition. In other words: Since we have to find a way to explain cata-
phora for Bach-Peters-senlences anyway, we can save us the trouble o devise
such tricks for the simpler cases.

Are Bach-Peters-Pronouns Descriptional Pronouns?

The non-reducibility of cataphovic to anaphoric pronouns in Bach-Peiers-
sentences becomes clear if we wy to explain them in the traditional manuer. It
seems that botlt of the two traditional interpretations of pronouns, the "descrip-
tional" as well as the "denotational” one, fail to explain the intuitive troth condi-
tions of Bach-Yeters-sentences. In Transformational Grammar the descriptional
approach is taken, and pronouns acc atways expanded to the surface systax form
of the noun phrase they anaphorically refer to (in other words, pronominalization
is an obligatory cyclic rule). But then we get, for the cxample above, a double
infinite embedding of rclative clauses:

The hunter who shot at
(the lion that chased
{the hunter who shot at
(the lion that chased Lo )
hit the lior that chased
(the hunter who shot at
(the lion that chased
(the hunter who shot at L))

This analysis is patently uscless. Karttunen shows (Kartunen 1971) that drop-
ping the requirement that pronominalization is a cyclic rule alleviates the prob-
lem somewhat, but at a cost: It would make sentence 1 derivable from (at least)
wwo different deep structures, viz. from the deep structures corresponding to the
senfences

3) phe huntcr who shot at the lion that chased him hit it

4) ‘rhe lion that chased the hunter who shot at it was hit
by him

This would mean that 1 has to be ambiguous between the meanings of 3 and 4.
This is what Karttunen assumes, but it is a highly dubious claim as Karttunen
himself seems to feel (Karttunen 1971:167 £). Moreover, the stracture of T could
also be derived from a deep stracture corresponding (o

5) The hunter who shot at the lion hit the lion that chased
the hunter

But this sentence is considered by many informants to be simply wngrammatical
(Karttunen 1971:178), and it is not acceptable at all under the coreference rela-
tions that should obtain between the noun phrases. Finally, the agsumption that 1
is threc ways ambignous between 3, 4 and 5 is unacceptable, too. In order to
show this, and in order to understand better what these three sentences really
mean, we can use a set of data bases (after Karttunen 1971) which cither contain,
or do not contain, well-defined referents for the various definite noun phrascs
occwrring in the example sentences. We will see that 1 is nor ambiguous between
3 and 4, but that the three sentences have three distinct meanings which can be
derived directly from their syntactic stracture. This proves, at the same time, that
cataphoric pronouns are irreducible in Bach-Peters-sentences. Let us {irst con-
sider the definite noun phrase "the hunter who shot at the lion that chased him"
(from 3) consisting of an embedding of two definitc noun phrases. Since cach
singular delinitc noun phrase presupposes that there is a unique referent for it,
this phrase can refer to a pair "hunter H - lion L" in the case where lion L is the
only lion chasing hunter H, and this hunter H shot at this very lon L. In the fol-
lowing data base (Karttunen 1971:166) there is one such pair.

hunter (hl) .
hunter (h2) .
hunter (h3) .
shot._at (hl,11).
shot_at (hl,13).

chased (11,h3)
chased (12, h1)
chased (13, h2)
shot_at (h2,11).
shot _at (h3,13).

. Tion(ll) .
. lion {12} .
. lion (13).
shot_at (h2,13) .
shot _at (h3,12).

For each hunter, there is a single lon chasing him but only one hunter also
shoots ai this lion, viz, hunter 2 who shoots at lion 3. Hunter 2 shoots at other
lions, as well (e.g. at lion 1) but lion ! doesn’t chase hunter 2 (although it docs
chase other hunters, c.g. hunter 3). Hence it can be said (Dik 1973:320) that the
definite noun phrase "the hunter who shot at the lion that chased him" has a
well-defined referent in any data basc which contains just one configuration of
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"This rales out that other lions chase the hunter, but it Icaves open the possibility
that the hunter shoots at other lious, that the lion chases other hunters and, in par-
ticular, that other hunters shoot at the lion, On the other hand, cxample 4, "The
lion that chased the humier who shot at it was hit by him", is not interpretablc in
the data base given above. Iis subject, "the lion that chased the hunter who shot
at it", fails to refer properly: There is only onc lion for which there is a honter we
can call "the hunter who shot at it", viz. lion 2 (the otlier two lions arc both being
shot at by more than one hunter), but tion 2 does not chase "the hunter who shot
at it" (viz. hunter 3), and so the cntite noun phrase fails to refer. A data base
where there is a referent for this noun phrase could look like that:

hunter (hl) .
hunter (h2) .
huntexr (h3) .
shot_at (hl,12).
shot_at (h2,11).

chased (11,hl) .
chased(11,h3) .
chased(12,hl) .,
chased(12,h3) .
shot_at (h3,13).

lion(ll).
lion (12).
lion(l3).
chased (13,h2) .
chased(13,hl) .

The definite noun phrase "the lion that chased the hunter who shot at it" has a
well-defined referent in any data base which contains just one configuration of

the type 7: vos g eee

~
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Example 1 cannot be interpreted in either the first or the second data base. It is
interpretable only in a data base which contains at most onc configuration like 8
which combines restrictions 6 and 7:
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Are Bach-Peters-Pronouns “Bound Variable” Pronouns?

Since the unmodified as well as the modified descriptional interpretations of pro-
nouns in Bach-Peters-sentences do not allow us to represent these distinctions
they cannot be accepted. But how do the “deep” approaches to pronouns, the so-
called "denotational” interpretations, fare?

The prototypical denotational interpretation of pronouns is the one suggested by
First Order Logic, where bound variables are seen as the logical counterpart of
pronouns in Natural Language. If we use iota-opcrators, we could try to translate
1 into

9) hit(iota Z: [hunter(Z) A shot_at(Z,W)],
: iota W: [lion(W) A chased(W,2)})

The trouble is that iota-operators bind their variables, making them inaccessible
for reference from the outside. Hence we cannot refer forward from the term
“shot_at(Z,W)" to the "W" in the sccond iota-expression, nor can we refer back-
ward from "chased(W,2)" to the "Z" in the first iota-expression. If we add equal-
ity to First Order Logic there is a way out. We could re-phrase 9 as

10) 3 x: 3 ¥: (hit(X,X) A
X=iota Z: [hunter(Z) A shot_at(Z,¥)] A
Y=iota W: [lion (W) A chased(W,X)])

The other examples, 3 and 4, would then become

11) 3 x: 3 v: (hit (X,Y) A
X= iota Z: [hunter{Z) A
shot_at (Z,iota W: [lion (W) A chased(W,2)1)1 A
Y= iota V: [lion(V) A chased(V,X)])}

12) 3 X: 3 Y: (hit (X, Y) A
X= iota 2: [hunter(Z) A shot_at(Z,¥)] A
Y= iota W: [lion{(W) A
chased (W, iota V: [hunter (V) A shot_at(V,W)])1)

But in cases 11 and 12 part of the expression must be repeated, namely the one
stating the uniqueness of the hunter-chasing lion, and of the lion-shooting hunter,
respectively, This is a very unaitractive way to express this sort of thing, and
Karttunen agrees: "One is tempted to think that one of [these repeated definite
descriptions] could be eliminated by a more clever use of variables, especially
when variables in predicate calculus are generally used very much the same way
as pronouns in natural language. [...] [But] the second appearance of the same
description cannot be avoided, because, in predicate calculus, there is no way to
refer back to the first." (Karttunen 1971:176).

McCawley’s suggestion: Referential indices

But this is the point where other people disagree. McCawley (McCawley 1970),
for instance, argues (for other reasons), that the semantic representation of sen-
tences should not be cast in terms of First Order Logic, but rather in terms of the
overall proposition of a sentence plus referential indices. The proposition wou!d
define the relationship that cxists between the different objects talked about in
\he sentence, but these objects would be represented independently by referential
indices that correspond to the “intended reference” of the noun phrase. These
indices are "identified" by the noun phrases in the sentence, i.c. their values arc
determined by the noun phrases. A sentence such as "The man killed the
woman", would be translated as

13) s(
proposition(killed (X1,X2}},
np(X1: the man}
np {X2: the woman)}

A surface sentence would be generated from this stuemre by r.eplacing the
referential indices in the proposition by the noun phrases identifying them. As
for Bach-Peters-sentences, example 1 would be represented as

14) s¢(
proposition (hit (X1,X2)),
np(X1: the hunter who shot at X2)
np (X2: the lion that chased X1))
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Here the referential indices are identified by noun phrases which themselves con-
tain referential indices. If we want to generate a surface sentence from this strac-
ture we will have fo replace the referential indices by their idemtifying noun
phrases, but we will not be able to replace systematically «/l referential indices
this way, because this would lead to the same kind of infinite embedding that we
encountered above. We will rather, ai some point in the derivation, have to turn
some of the refercntial indices into pronouns (taking into account case, gender
and number). The point at which we stop replacing referential indices by full
noun phiases and stari tarning them into pronouns will determine which of
several possible paraphrases of a sentence we will obiain, The distinction
between "proposition” on the one hand and "refereniial index" with the accom-
panying "identifying noun phrase” on the other hand allows McCawley to over-
come the problem with repeated components: The "identifying noon phrase” of a
referential index is mentioned only once, independently of how many times the
referential index itself is used elsewhere in the representation.

Dik’s Modification of McCawley’s Theory

This approach has been ciiticized on different conts, First, it is not clear at
which point referential indices may begin to be turued inio pronouns rather than
being replaced by identifying expressions. Second, and more importantly,
McCawley’s suggestion allows all three sentences (1, 3, and 4) to be derived
from the same semaatic representation, which would require that they are all
synonymous. Hence all the problems we encountered with the descriptional
interpretation of pronouns aie back with a vengeance. Does that mean that we
have to return to the standacd First Order Logic represeniation with all its
unaitractive foatures (repetition of components)? Dik 1973 suggests a
modification of McCawley’s approach that takes care of the empirical fact that
the three sentences mentioned above are not synonymous,

The main syntactic difference between the three example sexiences is the way in
which the different full noun phrases are embedded in each othex. In particular,
in the Bach-Peters-sentence there are no embedded full noun phrases; the only
embedded nonn phrases arc pronouns (*who shot at ii", "that chased Aim"). This
kind of distinction is lost in McCawley’s original notation, which is the rcason
why he has to claim that the examples seniences are all synonymous. Dik’s first
(and main) modification of McCawley’s notation makes sure that this, crucial,
distinction is not lost. The way to achieve this goal is by iniroducing what might
be called (not Dik’s cxpression) "annotated variables" to take the place of
McCawley’s referential indices, which are constants. The annotation of a vari-
able indicates how the value of the variable is to be computed. Thus
"X2(X2=iota Z: (lion(Z) A chased(Z,Y)))" is an aunotated variable. This would
give us, for 3,

15) hit (X1,%2)
Xl=jota ¥Y: (huntex(Y) A
shot_at (¥, X2 {(X2=ilota Z: (lion{(Z) A chased(Z,Y)))})

As in McCawley’s system, referential indices must be replaced by the
corresponding identifying expressions, and any variables remaining after this
step are turned into pronouns. In addition, we have the usual convention that
functional expressions are to be evaluated from the inside out. But what is gained
by faithfully copying a certain syntactic structure (viz. embedding) into the deep
representation? Are the interpretation rules given by Dik really sufficient to inter-
pret the. resulting expressions correctly? If we perform the replacement, for
instance, in 15 we get

16) hit(iota Y: (hunter(Y) A
shot_at (Y,X2(X2=iota Z: (lion{%4) A chased(Z,Y))))}) X2}

Now, if we wanted to gencrate a surface sentence from this represeniation we
would tuen the remaining unbound variable, i "X2", into a pronoun, and every-
thing would be in order, But what it we wanted to evaluate this statcment over
one of the data bases? The X2 on the level of the proposition, i.¢. "hit(...,X2)" is
clearly outside the scope of the "annotation” defining its value, and so we would
expect it to remain unbound after the annotation itself has been evalvated. This
is, after all, precisely the reason why Karttunen thought it necessary to re-
introduce the duplication of logical expressions that McCawley had tried to get
rid of: To provide the second, outer, occurrence of this variable with a value, We
need an interpretation rule which specifies how variables of this kind can be
bound, and this rule is not provided by Dik.



An Unexpectedly Simple Solution Suggested by Second-
Order Prolog Constructs

As it tums out, the additional interpretation rule that makes the correct interpreta-
tion of Bach-Peters-sentences virtually "fall out" is the definition of second-order
operators, and the general interpretation rules of Hom Clause Logic, as imple-
mented in standard Prolog: Instead of "Z=iota X: (Y)" we use "setof(X,Y,[Z))",
where the uniqueness requirement is built into the definition of "setof”, and
singularity is enforced by requiring the result list to consist of exactly cne ele-
ment, Annotated variables on the other hand are "multiplied out” in the relational
spitit of Prolog, ie. instead of ‘“predicate(X,Y(Y=Z))" we write
"(predicate(X,Y), Y=2)". Combining these two steps we get, for the expression
above,

17) hit(X1,X2),
setof (Y, (hunter(Y),
setof (%, (lion(Z), chased{(Z,Y)), [X2]),
shot_at (Y,X2)), [X1))

or, with a more suggestive choice of variable names and a more cfficient ordering
of the goals '

18) setof (H, (hunter (i1}, shot_at (H,TL},
setof (L, (lion (L) ,chased (L, TH)), [TL]}), (TH]},
hit (TH,TL) .

Now the desired truth conditions come out correctly, We can see this if we treat
18 as a Prolog query: We find, first, a hunter ("H") who shoots at something
("TL"). Then we check whether this entity is identical with the set of exactly onc
lion ("[TL]") that chascs someone ("TH") who must then turn out to be identical
with the hunter who is the only such hunter ("[TH)"). Finally we check whether
this hunter also hits this lion. The other sentences are represented the same way:
4 and 1 (the Bach-Peters-sentence) give

19) setof (L, (lion (L), chased (L, TH),
setof (H, (hunter (H),shot_at (H,TL)), [{TH]}), [TL)),
hit (TH,TL) .

20) setof (I, (hunter (H), shot_at (H,TL)), [(TH]),
setof (L, (lion (L) ,chased (L, TH)), [TL]),
hit (TH,TL) .

Now we get, without any additional stipulations, the three diffcrent interpreta-
tions for the thiee example sentences. The sentences are neither collapsed into
one single meaning representation (with three synonymous surface sentences), as
with McCawley’s approach, nor into two different ones (with two distinct and
unambiguous, and one ambigoous, surface sentence), as with Karttunen’s
approach, The simple fact that in Bach-Peters-sentences the full definite descrip-
tions are not embedded, forces them to cvaluate to two distinct, independently
unique, values, and this ensures that these sentences are true only over data bascs
meeting condition 8,

But how can this unexpectedly straightforward solution be explained? The main
problem that McCawley's representation, and Dik’s modification of it, tried (o
overcome was: How can variable values be communicated into iota-expressions
from the outside, despite the fact that, in First Order Logic, variables within the
scope of an operator or quantifier are shielded from the outside? Now, in Hom
Clause Logic all variables of a clause are, implicitly, universally quantified
(which means that variables in a query, i.c. in a negated clause, are cxistentially
quantified), and the scope of the implicit quantificrs is the entire clause. The
bindings of variables "spread” throughout the clause, irrespective of how deep a
variable may be embedded. This also applies to the setof-operator: All its vari-
ables are accessible from the outside, within the given clause, The variables can,
of course, still be unbound when the evaluation of the sctof-expression begins,
and then it is ihe evaluation of the setof-expression that will establish bindings
for these variables. But they can also get bound elsewhere, before the operator is
used, and "spread forward", And then a proof of the setof-expression treats these
pre-established bindings as constraints to be satisfied, This is the Prolog way 10
implement the cataphoric pronoun in Bach-Peters-sentences, In this, last, respect
the setof-operator in Prolog is treated as just another predicate, and its being
second order is irrelevant. The difference is that the interpretation of the setof-
operator uses Prolog’s meta-call facility. Or, to put it differently: A piece of code
(the entries in the second argument of the setof-operator) is first treated as "data”
(variable bindings are communicated with the outside world), and then it is
treated as a piece of "program" that is executed (using the variable bindings that
are established at this point in time). And in this the Prolog setof-operator differs
fundamentally feom the iota-operator as used in First Order Logic. The iota-
operator has, ax far as variable binding is concerned, the same force as a
quantifier: A variable in its scope is immune from any outside interference.

Now it is clear why we need not repeat any expressions in the representation of
the example sentences, and yet the variables all get properly bound: In the exam-
ple above, the two terms of 18 (i.e. the setof-expression and the expression
"hit(TH,TL)") are part of the same clause, and values for variables created in
either of them will spread to the other. In particular, the value which the variable
"TL" takes during the evaluation of "shot_at(H,TL)" is still available during the
evaluation of the embedded "setof(L,(lion(L),chased(L,TH)),[TLD", and later
during the evaluation of “hit(TH,TL)".

Mapping Variables onto Pronouns

If we want to generate surface sentences from these structures, we must distin-
guish between two uses of variables: First there are those uses which are merely
an artefact of the relational way of representing functional application, and,
second, there are those that correspond to true anaphoric relations in language.
The first use is simple: If we want to represent functional applications such as

plus(times(3,2),4)

in a relational language, we must "multiply out” the embedded expression and
create auxiliary variables for the intermediate results, ¢.g. "X" and "Y" in

times(3,2,X), plus(X.4,Y)

‘Thus we had to vse 20, with auxiliary variables "TH" and "TL", instcad of a
functional representation such as, for instance,

21) hit {set (H, (hunter(H),shot_at (I,L}}},
set (L, (lion{(L),chased(L,H})})

These "auxiliary" variables are situated on the same lIevel of embedding (by
definition: their purpose is to flatten embeddings). Co-occurrence of such vari-
ables on the same level of embedding maps, in simple cases, onto concatenation
("A") in surface structure: Thus the following occurrences of variables "T1L" and
“TH" in 20

20a) setof (L, ( ... ), {TL]),
setof(H, ( ... },{TH}),
hit (TH, TL) .

become "((the hunter) A hit A (the lion))". Co-occurrence of variables across dif-
Serent levels of embedding, however, cannot be encoded as simple concatenation,
These cross-references map onto pronouns. (The converse does not hold: There
are pronouns that do not correspond to this kind of cross-reference; e.g. descrip-
tional pronouns.) Thus the level-crossing co-occurrence of the variable "TL" in

20b) setof (H, ( ...
setof (L, ( ...
hit{...)

shot_at (H,TL)), ...)
). [TL]),

must map onto a pronoun ("The hunter who shot at it"). A problem arises when
we try to translate 19 back into English, If we begin the translation process with
"hit(TH,TL)" and map the level-crossing variable "TH" onto a pronoun we get
"He hit the lion that chased the hunter who shot at it", which is not acceptable
under the intended interpretation (i.e. coreferentiality of "he" and "the hunter
..."). This corresponds to a well-known syntactic restriction on the use of cata-
phoric pronouns. Here we need a rule that works for syntax generation rather
than for analysis. The following rule is a bit ad-hoc, but it is sufficient for the
present purpose: We require that the translation of the entire sct of expressions
must begin with the expression defining the top relationship between the indivi-
dual set expressions (i.e. with the expression corresponding, in most cases, to the
main verb of the surface sentence), and that level-crossing occurrences of vari-
ables in this term are translated last, If this restriction makes it impossible to
translate these variables from, say, left to right (as in the casc of example 19,
where the first variable "TH" is a level-crossing occurrence), it is done right to
left. This requires that the surface verb form is passivized but it gives the gram-
matically correct ordering of full noun phrases and pronouns (i.c. we get the ori-
ginal passive sentence 4 for 19). In Bach-Peters-sentences such as 20 both the
active and passive versions are admissible under this restriction, in keeping with
the linguistic facts.
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Second-Order Prolog Constructs and Discourse Represer-
tation Theory

The painless way in which the correct truth conditions of Bach-Peters-sentences
and the related sentences virtnally fall out of the standard Prolog interpretation
rules and the definition of the second-order setof-operator is not just a lucky
coincidence. It is rather another case of the intriguing parallel between Natural
Language and Horn Clausc Logic which has become particularly clear in
Discourse Representation Theory (DRT). The main hypothesis of DRT i that
noun phrases (and articles) have no quantificational force on their own but are
implicitly quantified by the context. This allows DRT to cxplain, with remarkable
easc, so-called donkey-sentences, a Lype of sentence that docs not yield 1o the
traditional interpretation of moun phrases as quantified statcments. The
correspondence between the logic underlying DRT, and Horn Clause Logic is, in
this respect, almost one-to-one: In DRT, (indefinite) noun phrases introduce
discourse referents which arc quantificd by the (discourse) context in the same
way as variables in Horn Clause Logic are implicitly quantificd by the (clause)
context.

How do Bach-Peters-sentences fit into DRT? First, we notice the parallel
between McCawley’s ideas and DRT: His "referential indices” correspond, in
their intended function, to the discourse referents in DRT, and “propesitions”
correspond to the DRT “conditions” on discourse referents. In the Prolog version
of Dik’s modification of McCawley’s ideas, discourse referents correspond to the
value of the third argument in a sctof-operator, and the "conditions” of a
Discourse Representation Structure (DRS) to the expression(s) in its second
argument. All this applies, for the time being, only to definite noun phrascs and
their representation. If we want to incorporate this into DRT, we must first pro-
vide for the possiblity to explicitly represent the embedding of noun phrases.
This kind of explicit embedding was the main reason why we got the right truth
conditions in the Prolog representation of the example sentences. We must, in
other words, be allowed to use embedded “conditions” in a DRS. Traditional
DRT atlows for the embedding of entirc DRSs, but not of individual conditions.
While a sentence like “If John owns a donkey that dislikes him, he beats it" is
traditionally represented as a flat DRS like

22) [ul:
[u2: john(ul), donkey(u2), owns(ul,u2), dislikes(u2,ul)]
— [beats(ul,u2)]l

(cf. Kamp 1981, Kamp 1983, Frey 1983, Guenthner 1983, Guenthner 1985, Kolb
‘1985, Guenthner 1986, Pinkal 1986, Root 1986) this will not do for the sentences
with embedded definitc noun phrases considered above. We must somchow
represent this embedding. And we must, obvieusly, provide for the interpretation
rules to usc them. These rules will crucially rely on Prolog’s meta-call facility to
implement the double usc of embedded set-expressions, as data structures on the
one hand and as "executable procedures" (i.c. as provable assertions) on the
other.

In traditional DRT mostly indefinitc and universal noun phrases (and proper
names) are used while the Bach-Peters-sentences considered above all contained
definite noun phrases. But for some of them there are versions with indefinite
noun phrases, too, and all of them have corresponding plural versions. In order to
cover all these cases we must iniroduce, instead of the "conditions” of DRT,
generalised set expressions without the totality implication of Prolog’s "setof"
(cf. also Webber 1983). We use "sey(Def,Card,Gdr,Var,Int,Ext)", where "Def"
can take the values "def(inite) or "indef"(inite), and "Card” cither an explicit
number, "plur", or a quantifying expression ("all”, "some” etc.). "Gdr" gives the
gender of the main noun. "Var'(iable),"Int"(ension) and "Ext"(ension)
correspond to the three arguments of the setof-operator. The variable "Ext" can
now stand for sets as well as for individuals.

Mapping Pronouns onto Variables

So far we have mentioned how pronouns correspond, statically, to certain seman-
tic objects of our modified DRSs (i.e. to the level-crossing occurrences of vari-
ables). But it is one of the main goals of DRT to give a unified account of what
the procedures that actually perform the resolution of pronouns should look like.
This problem is much harder than the converse one, i.e. the mapping of level-
crossing variables onto pronouns. The central idea used here by DRT is simple
(it goes back to Karttunen, together with the term "discowse referent”): Indefinite
noun phrases in "assertive" contexts create discourse referents which "live on”,
and which can be accessed by anaphoric expressions from points later in the sen-
tence or discourse. Discourse referents, however, that are created by indefinites
in universal, conditional, and negative contexts, "die off" when the sentence in
which they occur is processed. This idea corresponds closely to Prolog’s concept
of variables and Skolem constants (the latter standing for existentially quantified
variables): During the interpretation of a program variables remain accessible by
name within the clause where they occur. This corresponds to the limited life-
span of discoursc referents created in universal, conditional, and negative con-
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texts. For Skolem constants in Prolog, however, the scope is the entire program;
they "live forever”, in the same way as discourse referents created by indefinites
in assertive contexts. And whenever a (definite) pronoun or definite noun phrase
is encountered, a suitable antecedent must be located among the discourse
referents still "alive", Its value is then replaced by the value of the discourse
referent found. If several pronouns access the same discourse referent, they get,
of course, the same value, This is the DRT counterpart of unification.

If we want to have, in our modified notation, discourse referents "float on the sur-
face" of the corresponding DRSS, accessible for later anaphoric reference, we
could write, for the indefinite version of 3, viz. "A hunter who shot at a lion that
chased him hit it"

19a) (TL, TH:
set (indef, 1, masc H, (hunter (H) ,shot_at (H,TL),
set (indef,1,neuir,L, (lion (L}, chased (L, TH)),TL)),TH),
hit (TH, TL) }

But there are fundamental differences between the treatment of variables in Pro-
log and DRT: During the interpretation of a Prolog program, bindings of a given
variable spread throughout a clause to all occurrences of the same name, for-
wards and backwards. DRT, howevcr, allows only forwards, "anaphoric",
spreading of values. Since a pronoun is processed as soon as it is encountered, it
can "look for" antecedents exclusively in the DRSs built up by the preceding
discourse. The interpretation procedures of DRT thus implement, implicitly, the
syntactic rule that a pronoun can refer anaphorically to a preceding noun phrase
that ¢-commands it. Because this is, at the same time, the only case where
anaphora is allowed, these interpretation rules block, correctly, cataphora from
the pronoun to the indefinite noun phrase in

23) He said that a boy had taken the book

But legitimate cases of cataphora, such as those in Bach-Peters-sentences, are
blocked by these interpretation rules of DRT, as well. Hence we must weaken the
accessibility restrictions for anaphoric pronominal references somewhat, but not
too much: If we modelled them on Prolog's unrestricted variable sharing, 23
would go through in its coreferential reading.

Accessibility rulcs of DRT not only block certain correct interpretations, they
also allow certain blatantly incorrect ones. They would allow, for instance, the
sentence above with a definite noun phrase, i.c.

24) He said that the boy had taken the book

o get an interpretation where pronoun and definite noun phrases are coreferen-
tial. Why? The correct interpretation of this sentence (no coreference between
"he" and "the boy") requires that the definite noun phrase will be able to find an
antecedent among the pre-cxisting discourse referents. But then the sentence-
initial "he" would be equally capable of accessing them, and this would allow the
prohibited coreferential, cataphoric, reading of the "he” (i.e. "pseudo-cataphora”
via a common antecedent). The same thing holds for "He hit the lion that chased
the hunter who shot at it".

The prohibited reading of this type of sentence can be ruled out on the basis of
purely syntactic information. The standard rule about pronouns says that a pro-
houn cannot be coreferential with an noun phrase if it both precedes and c-
commands it. This rules out the cataphoric use of a pronoun if it c-commands its
target noun phrasc but it allows cases of cataphora such as

25) When he got up, John felt hungry

(which arc reducible to anaphora) as well as Bach-Peters-sentences (which are
not), but it blocks the prohibited coreferences in "He hit the lion that chased the
hunter who shot at it" and "He said that the boy had taken the book".

Mittwoch (1983) has shown that these purely syntactic criteria are not
sufficiently general to cover all relevant occurrences of cataphora, In many cases,
discourse considerations arc needed to explain why cataphora is allowed. The
pronoun can occur, for instance, in a sentential constituent which is demoted, by
explicit discourse subordination markers, to a lower position than warranted by
syntax. Thus, in

26) I haven’t seen him yet but John is back

(from Mittwoch 1983) the "but" functions as an overt marker of topicality for the
second sentence, demoting the first sentence, and in

27) He may not represent the US at the United Nations
anymore, but that does not mean that Andrew Young has
slowed his pace



(from Macleod 1984, quoting from "Time") the "bui”, together with the modal
“may”, cven manages to make calaphora acceptable from a sentence initiat sub-
ject position (at least in journalesc). The common clement of alf these examples
of cataphoric pronouns is that they ocewr in discourse conditions. In simple cascs
this coincides with scntential conditions ("if" etc.), and very often with sub-
sentential conditions (in particular witle postmodifiers of noun plirases, such as
restrictive relative clauses, prepositional phrases, or nonfinite clauses). Lui the
pictuge is complicated by the fact that the "antecedent” of cataphora must be
definite if the seaience is spevific. Conmpare

28) 2?2 A buntar who shot at it hit a lion that chased hiwm

29) A hunter who shot at it hit the lion that chased him

30) 27 When he was poor a farmer tended to overwerk his don-
key

31) When he was poor the farmer tended to overwork his don-
key

I general {and in many generic) seatences this resteiction does not hold. The
following seatcuces are fine although the "antecedent” noun pheases are
indefinite:

32) A hunter who shoots at it will hit a lion chat chases

hi

33) If he is poor a favmer will tend to overwork his donkey

What scens to happen here is that, intatively speaking, the cataphoric pronoun
sets up an "cxpeclation” for a following noun phrase which is specific or non-
specific, depending on the specificity of the conditional context in which the pro-
noun finds itself. ‘The specilicity of the pronominal context is determined
(mainly) by the aspect of the verb there: "who shoots” vs. "who shot”, "if he is
poor” vs. "when e was poor”, ete. A specific expectation tequires a definite
noun phrase or a proper name as its “"antecedent”, while a non-specific one
aceepts either au indefinite or a definite noun plrase.

Required Modifications to Discourse Representation
Theory

How could DRT incorpovate this kind of information in order to determine more
reliably the range of perniissible anaphora and cataphora, while ruling out the
illegal coreferential reading in sentences like “He said that the boy had taken the
book"? 'The following is a list of requitements for an implementation (hat would
take these additional conditions into account: As in traditionat DR'L, the incom-
ing sentence opens a new DRS, which defines the space where all newly created
discourse referen(s can survive, Noun phrases create set expressions (the "condi-
tions” of standard theory): Indefinite and definite noun phrases give rise to nor-
mal sct expressions, while pronouns create sct expressions of a special type.
Indefinite noun phrases give rise, in addition, to discourse referents, which are
deposited in the DRS under construction, Traditional DRT has proper names
create discourse referents, too. Whether this is the best possible decision is open
to debate. It would, in many respects, be more consistent (o treat proper names
on a par with definite noun phrases. Discourse referents should contain all the
information that can become relevant for the resolution of pronominal anaphora,
i.e. at least number and gender. Definite sct expressions derived from full noun
phrases without conditional modifiers, as well as those derived from definite pro-
nouns, are cvaluatzd as soon as they are created, ic. they try to find their
antceedents among the pre-existing discoucse referents. Expressions for pronouns
whose antecedents have been found are removed, once they have done their duty
as value sharing chinnels. So far nothing really new.

But now the first modification of standard theory is uceded: Definite full noun
phrases are not allowed to look for their antecedents iuside the DRS still under
congtraction, whereas pronouns may do so. Second, when any definite noun
phrase (full noun phrase or pronoun) has found the correct discourse referent, it
drags it into the DRS under coustruction. These two changes make sure that two
full noun phrases within the same clause are never interproted as coreferential,
‘They also block cataphora in "He said that a boy had taken the book" (the "he”
lias dragged the appropriate discourse referent into the DRS, where it is "invisi-
ble" to the subsequent "the boy"). And, finally, it brings a discoucse referent
accessed by a definiie noun phrase into focus and makes it the prime candiate for
subsequent anaphotic reference by pronouns. The third modilication to standard
DRT is this: Because pronouns in non-generic contexts require: definite noun
phrascs as antccedents (see cxamples 28 to 31), discomsce referents must also
carry information about the definitencss of the noun phrase from which they
were derived. Sct expressions derived from pronouns will use this information to
deterninine whether a given disconrse referent is a possible antecedent. The fowrth
rodification, finally, takes care of cataphora: Whenever an expression denoting a

condition (on the discourse, sentence, or sub-sentential level) is encountered, no
embedded DRSs are created (as it is done in standard DRT for "if - and "cvery”-
sentences) and the production of discourse referents goes on, but evaluation of all
new sct expressions is suspended. In particular, no further attempts at anaphora
resolution are made, and all pronouns encountered from now on are stored in the
DRS under construction as unevaluated set expressions. It is only when the end
of the clause is reached that unevaluated sct expressions are processed. Among
the set expressions aud discourse referents "in suspended animation” within a
DRS, any reference (backwards and forwards) is permitted, as long as the condi-
tions outlined above are fulfilled. This allows cataphora to be modelled, while
the classical syntactic restrictions (cataphora only from a non ¢-cormmanding
constituent) are subsumed. Lastly, those discourse referents that arc allowed to
ftve (those from assertive, i.e. non-conditional, contexts, and those that were
dragged in from the outside) arc released into the universe of discourse referents.
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