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Absyract

A formalism for the description of a
system of formal morphology for flexive and
agglutinative languages (such as Czech) is
presented, borrowing some notions and the
style from the theory of formal languages.
sSome examples (for Czech adjectives) are
presanted at the end of the paper. In these
examples, the formalism's rules are used for
the phonology-based changes as well, but
nothing prevents the use of a Geparace
phonology level (e.g. of the Koskenniemi's
two~lavel model) as a front- (and back-) end
for the analysis (and synthesis).

1- The Motivation

Using & computer, the

morphological
laval is a basis for building the syntactico-~
semantic part of any NL analysis. The CL

world pays more attention to morphology only
after the work /Koskenniemi 1983/ was
published. Howaver, as Kay remarked (e.g.
in /Kay 1987/), phonology was actually what
was done in /Koskenniemi 1983/. Noraover,
the strategy used there is best suited for
agglutinative languages with almost one-to-
one mapping betweaen morpheme and grammatical
meaning, but slavonic languages are different
in this respect.

Oone of the practical reasons for
formalizing morphology is that although there
are gsome computer implementations using a

Czech morphology subsystem (/Hajid,0liva
1986/, /Kirschner 1983/, /Kirschner 1987/),
based on tha same sources (/EBSAT VI 1981/,

/EBSAT VII 1982/), no unifying formalism for
a complete description of formal morphology
axists.

2. The Formalism

The terms alphabet, string, concatenat-
ion, i symbol N (positive integers),
indexes * and * are usad here in the same way
as 1in the formal grammar theory; the symbol
exp(A) denotes the set of all subsets of A, e
denotes an empty string. Uppercase letters

.ares used mainly for denoting sets and newly
defined sgtructures, lowercase letters are
used for mappings, for elements of an

" alphabet and for strings.

Dafinition 1. A finite set K of symbols is

called a set of grammatical meanings (or

simply meanings for short); values from K

represant values of morphological categories

(a.g. sg may represent singular number, p3

may represent dative ("3rd case') for nouns,
atc. ).

pPefinition 2. A finite set D = {((w,i) & A x
(N v {02323, where A is an alphabet, is called
a dictionary. A pair (w,i’ e D is called a
dictionary entry, w is a lexical unit and i
is called pattern number. In the linguistic
interpretation, a lexical unit represents the
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notion ‘“systemic word", but iv need not be
reprasented by a traditional dictionary form.

Pafinition 3. Let A be a finite alphabat, K
a finite set of meanings, V a finite alphabet

of wvariables such that A a V = (). The
quintuple (A,V,K,t,R), where t is a mapping
t v - axp(A”) assigning types to
variables, R is a finite 'set of rules
(I,H,u,v,C), where I a N is is a finite set
{(of labels), C a (N v {0}) is & finite set
(of vcontinuations), H a K is & set of
meanings belonging to a particular rule from
R u,v € (A v V)7, is valled a controlled

rewriting system (CRS); all variables from
the left-hand side (u) must be present on the
right-hand side (v) and vice versa (rule
symmetry according to variables).

Definition 4. Let T = (A,V,X,t,R) be a CRS.
A (simple) subst}tution on T will be any
mapping q: V -> A"; qlv) & t{v).

Definition 5. Let T = (A,V,K,t,R) be a CRS

and q a gimple*substitution on T- Mapping 4:
(B v V)% -» A" such that d(a) = e} d(a) = a
for a & A; d(v) = gq(v) for v € V; df{bu) =

dib)d(u) for b e (A v V), ueE (A v ¥ will
be called (generalized) substitution derived

from 4.
Comment . The (generalized) substitution
substitutes (in a given string) all

The same string is
this

variables by some string.
substituted for all ocourences of
variable (follows from the definivion).

Definition &. Let T = (A,V,K,t,R) be a CRS
and ¥ a K. Let then G, G' a K, w,z € (A v
V)t, ieN, i' e (N v {0}). Wo say that w
can be directly rewritten in the state (i,G)
to z with a continuation (i',G') according to
meanings F (written as w(i,G) =>LT,F1
z2Ci',G')), if there exist such rule
(I,H,u,v,C) € R and such simple substitution
gqonT, that i eI, i'eC, HaF, G= G' v
H, da(u) = w and d(v) = z, where d is the
substitution derived from (.

Relation =>*[T,P] is defined as the reflexive
and transitive closure of =>[T,PFI1.

Comment . The CRS is controlled through
continuations and labels. After a direct
rewriting operation, the only rules that
could be applied next must have in their

label at least one number from the rewriting
operation continuation. Please notice that:
- this operation always rewrites whole words;
- the restriction on the left-hand and right-
hand side of a rule that it should be only
string (of letters and/or variables) is not
80 strong as it may seem, because no
restrictions are imposed on the substitution
q. Howaver, to be able to implement the rules
in a particular implementation as finite
state machines, we shall require q to be
defined using regular expressions only.

Let T = (A,V,K,v,R) be a CRS
from all

Defiaition 7.
and let n be the maximal number



labels #rom all rules from R; n-tuple P =
(p1, ..., pn) will be called a list of
patterns on T (the elements of P are called
patterns) if for every i a mapping pi: exp(K)
x A% > exp(A*) is defined as z & pi(F,w) <{=>
wii,F) =>"CT,P1 2(0,{3).

Comment -_ The “strange' sets G and G' from
the definition é acquire a real meaning only
in connection with the definition of
patterns; they have a controlling task during
pi construction, namely, they check whether
all meanings from F are used during the
derivation. “To use a meaning k' means here
that thore is some rule (I,H,u,v,C) applied
in the ¢ourse of derivation from w(i,F) to
2(0,02) such that k &€ H. Such meaning can
then be removed from G when constructing G'
(see Def. 7); meanings not from H cannot.
Thus, to get the ampty set in z(0,{)) when
starting from w(i,P), all meanings from F
must be '‘used" in this sense.

A pattern describes how to gonstruct to a
given word w all possible forms according to
maeanings F.. in this sense, the notion of
pattern does not differ subgtantially from
the traditional notion of pattern in formal
morphology, although traditionally, not the
constructive description, but just some
representative of such a description is
called a pattern.

Definition 8. Let D be a dictionary over an
alphabet A, T = (A,V,K,t,R) a CRS and P a
1ist of patterns on T. A quadruple M =
(A,D,K,P) is valled a morphology description
on T (M{''l-description).

Definition 9. Let T = (A,V,K,t,R) be a CRS
and M = (A,D,K,P) an MLTl-description. Set L
= {z & A"; there ex. w € A*, ieN, Hna¥K; z
€ pi(H,w)D will be called a language
generated by M{T1-description M. The
alements of L will be called word forms.
Comment . The term morphology description
introduced above is a counterpart to a
description of a system of formal morphology,
as usen in traditional literature on
morphology -

Definition ¢ is introduced here just for the
purpose of formalization of tha notion of
word forwm, i.e. any form derived from any
word from the dictionary using all possible
meanings according to MITI.

Definition 10. Let T = (A,V,K,t,R) be a CRS
and M = (A,D,K,P) be MLTl-description. The
torm synihesis on M is used for a mapping &:
axp(K) x A" > exp(A*); s(H,w) = {z; ex. i &
N, i <=n; 2z & pitH,w) & (w,i) & DY. The
term analysis is used then for a mapping a:
A* - axp(exp(K) x At); al{z) = ((H,w); 2z €
a(H,w)).

Comment . According to definition 10,
synthesis means to use patterns for words
from the dictionary only. The definition of
analysis is based on the syhthesis
definition, so it clearly and surely follows
the intuition what an analysis is. In this
sense, thaese definitions don't differ
substantially from the traditional view on
formal morphology, as oppesed to Koskenniemi ;
however, the so-called complex word forms
("have bsen called") are not covered, and
their analysis is shifted to syntax.

The definition of analysis is quite c¢lear,
but there is no procedure contained, capable
of actually carrying out this process-
Rowever, thanks to rule symmetry it is
possible to reverse the rewriting process:

Dafinition t1. Let T = (A,V,K,t,R) be a CRS.
Purther, let G* G' a K, i e N, i' € (N v
{0}, =z,w € A". We say that undar the
condition (i*',G') it is possible to directly
analyse a string 2 to w with a continuation
(i,G) (we write z{(i',G') =<IT] w(i,G)), |if
there exists a rule (I,H,u,v,C) € R and a
simple substitution g on T such that i € I
i* €eC, G =6G" v H, dlu) =wadv) = =z,
whare d is the generalized substitution
derived from q. A relation "it is possible
to analyze" (=¢*LT1) is defined as a
reflexive and transitive closure of =<L[TI].

Definition 12. Let T = (A,V K,t,R) be a CRS
and z € A”. Every string weldA, i e Nand F
a K such that z2(0,(2) =<(7LT]1 w(i,F) is called
a predecessor of z with a continuation (i, P).
Lemma . Let T = (A,V,K,t,R) be a CRS and w €
A" a predecessor of string z € A* with a
continuation (i,F). Then z & pi{F,w), where

p§ is a pattern by T (see Def. 7). Proof
(idea) . The only ‘“asymmetry" in the
definition of => as opposed to =, i.e. the

condition H A F, vcan be solved putting (see
Paf. 11) F = {2} v H1 v HZ v v Hn (for n
analysis staps). Then surely Hi a F for
avery 1i.

Theorem. Let T = (A,V,K,t,R) be a CRG, N =
(A,D,K,P) an NLiTl-description, a an analysis
by M and w € A" a8 predecessor of z € A" with
a continuation (i,F). Moraover, let (w,i) &
D. Then (P,w) & alz).

Proof follows from the preceding lemma and
from the definition of analysis.

Commaent . This thecrem helps us to manage an
analysis of a word form: we begin with thae
form being analysed (z) and a ‘'continuation"
(0,(}), wusing then "reversed" rules for back
rewriting. In any state w(i,F) during this
process, a ocorrect analysis is obtained

whenever (w,i) is found in the dictionary.
At the same time we have in F the appropriate

meanings. Passing along all possible paths
of back revwriting, we obtain the whole set
alz).

3. An Example

To illustrate the most important
features of the formalism described above,
wa have chosen a simplified example of Czech
adjectives (regular declination according vo
two traditional ‘patterns" - mlady (young)
and jarni (spring), with negation, full
comparative and superlative, sg and pl, but
only masc. anim. nominative and genitive).

The dictionary:
D = {lnovy,1), new
tpodly,2)} vile (it has no neg. forms)

The CRS:
CRE T = (A;V,K,t,R}:
A = {ayadyhyCyCyuun gz H
(# means word separator)
K = {sg,pl,comp,sup,neg,masc,nom,acc?
= L=yl M3
t(~) = A%; t(L) = {l,z¥;3 t(M = {myn,v}
R = { (see fig. 1)



(£13,€ Yy ~4€{23), ({3),{masc,sg,noal}, —y. —yH.CO}),
({1} ,{neg 3, -, ne~,{2}), ({3},{masc,sg,acc}, —y,-ehnﬁ N,
(£23,¢ Yoo —.{3}), ({3},{masc,pl,nom}, -y, —i#,{0}),
({2} {comp},—Ly, “Lejii, (33), ({3),{masc,pl,acc), -y, —éu {02,
(€2}, {sup },—Ly.nnj—LEJsi {£3)), ({3},{masc,sg,nom}, —i, —fﬁ +L02),
({2}, {comp?, —My, —MEjSi, (3)), ({3} ,{masc,.u9g,acc), —{ —ihu& €03y,
(€2}, {sup 2 ,~My,nei-Méisi, {30, ({3}, {masc,pl ,nomd, -i, -—{#%,{0)),
({33, {masc,pl ,ace}, -1, —iu.co;»

Fig.

using p2:
podly (2, {sup,masc,pl ,acc)) =>
nejpodlejéi(3,{masc,p1,acc)) =>
nerOdlEjSl“(O .
pndly(3 {supymasc,pl,acc)) =>
podlé# (0, {sup)).

1

two possib.
ist alt,

sensnwncall’ empty, O.K.

2nd alt.

seasesvensaesB’ NOt empty, so

this is not a solution

Possibilities without removing "used" meanings are not shown;

all lead to non-empty G'

neinavéisi#(0, ) =<
nejnovéisi (3, {masc,pl ,acc’) =<
novy (2, {sup,masc,pl ,ace}) =<
nuv?(l,{sup,masc,pl,acc}).

nEJnnvy(Z {comp ,masc,pl yacc}) =
Jnuvy(l {neg,comp,masc,pl accl).
nEJnuvy(l {comp,masc,pl, acc}).

nejnuve151(2 {masc,pl,acc}) us

Jnovéisi (1, {neg,masc,pl,accl).

nEJnDVEJSI(l {masc,pl,accl).
neJnuve351(3 {masc,pl,num}) =<
novy(2 {sup,masc,pl ,nomd} =<
novy (1, {sup,masc,pl,nom}).

v+ Same as 1lst alter., but nom

nEJﬂDVEJ51(3 {masc ,sg,nom}) =<
nnvy(2 {sup,mas:,sg,num}) =
novy (1, {sup ,masc ,5q,nom? ) .

in the resulting z(0,G').
Fig.

2

waumanausonvssoweNOt in D (4 alter.)

»usanot in D (3 alter.)
wxsenot in D
wessusnnnu€ D SOLUTION
not in D (2 alter.)
not in
not in
asanot in
not. in
«sanOt in
exnactot in
«aswaitOt in
anasusanens& Dj SOLUTION
instead of acc ...
swnseniot in D
casenot in D
snuvansnewE Dy SOLUTION

(2 alter.)

Cogoooo

‘wese Same as Ist alter., but sg,nom instead of pl,acc

ne;novegsy(S {masc,pl ,nom}) =
ne;novery(Z {masc,pl ,nom)}) =
ne;novejsy(l {masc,pl ,nomd) .

jnoveidy (i, {neg,masc,pl ,nom}).

ssaneniot in D

«~sunttt in D (2 alter.)
~senot in D
not in D

Fig. 3

An example of synthesis: we want to obtain
s({sup  masc,pl ,accl,;podly) -> (podly,2) e D;
saa fig. 2

An example of analysis: we want to obtain
alneinave isi#); see fig. 3.

Comment . Better written rules in CRS would
not allow for the 4th alternative in the
first step (“neinovéisy"), because "£" could
not be followed by "¥" in any Czech word
form; however, constructing the other
unsuccessful alternatives could not be a
priori cancelled - only the dictionary can

decide, whether e.g. "jnovy" is or is not a

Czech adjective.

Comment on comment. No cnange in the rules
would be necessary if a separate phonology
and/or orthography level is used; then, the

being orthographically im-
of course.

“gy" possibility,
possible, is excluded there,

4. Conclusion

This formalism will be probably
gsufficient for Czech (no counter-example to
this thesis has been discovered so far). For
inflacted words one or two “levels" (i.e.,
successive rule applications) will suffice,
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elements (a.g-, adjective
will probably need three to five

agglutinative
comparison)
rules.

References

EBSAT VII (1982): Marphemic Analysis of Czech
Prague 1982

EBSAT VI  (1981): Lexical Input Data for
Experimants with Czech, Praha 1981

Koskenniesi , K. (1983): Two-level msorphology,
Univ. of Helsinki, Dept. of Ben. Lingu-—
iwtics, Publications No.i1

Haji¢, J., Oliva, K. (1986): Projekt cesko-
ruského straojového prfekladu, (A Project
aof Czech to Russian MT System), ins
Praceedings of SOFSEM 86, Liptovsky Jdn

Kirschner, Z. (1983): MOSAIC (A Method of
Automatic Extraction of Significant
Terms from Texts), EPSAT X

Kirschner, Z. (1987): Kirschner, Z.: APAC3-2:
An English-to-Czech Machine Translation
System, EBSAT XIII

Kayy M. (1987): Non-Concatenative Finite-
8State Morphology, In: Proceedings of the
3rd European ACL. meeting, Copenhagen,
Denmark, April 1987

EBSAYT = Explizite Beschreibung der Sprache
und automatische Textbearbeitung, UK Praha



