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Abstracit.

IMT/EC is an English-Chinese machine translation
system vhich integrates some outstanding features of
the cose grommar and semanttlc grammar into a uniform
frame, uses vorlous knowledge in the disambiguation,
and tries to modify the object language by itself. In
this paper,we first introduce IMT/EC's design motiva-
tion and overall architecture, then describe the
design philosophy of its translation mechanisms and
their processing algorithms.

1.The design motivation

The design of the IMT/EC system are motivated to
develop new wapproaches to the English-Chinese machine
translation, such as, to provide the system with
powerful analysis mechanisms and MT knowledge base
mantagement system, as well as some exceptional pro-
cessing and learning mechanisms, that is, to make the
system be intelligent. In addition, it also tries to
integrats as mony advantages of conventional machine
translation systems into a single system as possible,
such as, to provide the system with powerful mechan-
isms for theo processing of various ambiguities and
contextunl relations. The design of the IMT's trans-
lation nechanisms are based on the following consi-
derations,

(1) Sc-anolysis

In the development of machine translation system,
in order to disambiguate the source language, we
have to unalyze the input deeply to get the internal
meaning representation of the source language.
However, tho deeper we analyze theo input, the more we
lose the clues about how to express the troanslation,
also, that it results in extremely poor or no trans-
lations of sentences for which complete analyses can
not be derived[Slocum 85]. To find a suitable analys-
is depth so as to get both clues about how to express
the transtlation of the input and to disombiguate the
input completely is almost impossible. In the IMT/EC,
we try to design a simple grammar analysis mechanism
-- 8C-grummar analysis mechanism to inherit both the
outstanding features of case grammar analysis and se-
mantic grammar analysis so as to produce a high qua-
lity tronslation.

(2) Multi~longuage translations oriented

In present technical conditions, it is impossible
to design a general internal meaning representation
for all natural longuages. Thus, the knowledge based
multi-languoge oriented machine translation system is
difficult to be marketed in the near future. A feasi-
ble way for designing multi-longuage oriented machine
translation systems might be to separate the proces-
sing mechanisms from the languoge specific rules [os
King et ol. 85], that, is, to apply the same process-
ing mechanism with different language specific rules
for different notural luanguage pair translations. In
the IMT/EC, we develop a generul rule representation
form for the representotion of various knowledges
used in the tronslation. Knowledges for different
language pailr translations are stored in the differ-
ent packages of the knowledge base IMT-KB. The know-
ledge base dre organized in multi-package and multi-
level way so as to store rules for the translation of
different language puoirs and different phases of the
processing. Thus, the system can be easily extended
for multi-language translation purposes.

(3) Dlversity processing

As the disambiguation rules are rather words spe-
cific, it is difficult to manage them in the same
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way. To deal with this problem, we store these 'rules
in their respected word entries and classify them as
several categories in the IMT/EC. Each category cor-
responds to a general subroutine application mechan-
ism, which apply the word specific rules and subrout-
ines in the processing of translation. The subrout-
ines are stored in a natural language specific sub-
routine package. Some word specific subroutines are
directly stored in the respected word entry.

(4) Powerful exceptional processing

Since the natural language phenomena are so abund-
ant thot any existed machine translation system can
not process all the phenomena, it is essentiol to
provide an exceptional processing mechanism in the
system to deal with exceptional phenomena. As IMT/EC
incorporotes some learning mechanisms, thus, it is
more powerful in dealing with the exceptions than
others.

(5) Automatic modification of the translation

Generally speaking, machine translation system can
only produce rigid translations, it is a desire that
MT systems be able to modify the output by itself so
as to produce more fluent translations. IMT/EC tries
to apply some common sense knowledge and lingulstic
knowledge of object languoage to disambiguate the
input and modify the translations, thus, to improve
the translation quality.

In the foilowing pérogrcph. we focus on the trans~
lation procedure of the system and the algorithms
related to it ignoring the knowledge base organiza-
tion and management mechanisms,

2. The overall architecture of the system
The architecture of the IMT/EC system is as

follow,
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As the rule base and dictionary in a machine
translotion: system 1is so vast thot it is impossible
for human beings to find the confliction and implica-
tion among the rules. To modify a rule in the knowle-
dge base often results in many side effects on other
rules. Thus, it 1s necessary to provide a self re-
organization and refinement mechanisms in the knowle-
dge base.

In the IMT/EC, we design o speclal knowledge base
management system IMT-KB to manage all the knowledge
used in various processing phases of the transla-
tion. In addition, IMT/EC also provides o knowledge
base augmentation and knowledge acquisition environ-
ment for the system to augment system performance by
itself and for the users to improve the knowledge
base.

The call relations connected by dotted lines in
the figure above are executed only when the user sets
the " learning mechanisms in working staotus. These
mechanisms can acquire new knowledge in the dynamic
interactive, static interactive,or disconnected ways.
They are primorily used to resolve the exceptional
phenomena in the translation.

Dynamic Interactive Learning (DIL): Whenever the
system encounters a sentence out of its processing
range, it produces various possible translations for
each segment of the sentence and interacts with human
beings when necessary to select an appropriate tran$-
lation of the segment and combine them to get
a correct translation of the sentence. At the same
time, it olso creates some new rules to reflect the
selections. That is, it learns some new knowledge.

Static Interactive Learning (SIL): Whenever the
system encounters a sentence out of its processing
range, it records down the sentence and its appecrance
context in a file.After the text has been translated,
it begins to cnalyze the sentence in detail to get
various possible translations for each segment of the
sentence and interacts with human beings when necess-
ary to get appropriate translations of the segments
and combines them to get a correct translation of the
sentence. At the same time, it olso crectes some new
rules to reflect the selectlons, thus, to learn new
knowledge.

Disconnected Learning (DL): Whenever the system
encounters a sentence out of its processing range, it
analyzes the sentence in detall to get all the possi-
ble translations, and then evaluates these transla-
tions according to the preference rules stored in.the
IMT-KB to select an appropriaote translation and
modify the related rules used in the analysis to
reflect the selections. It skips over sentences which
the translation can not be determined by the prefe-
rence rules instead of interacting with human beings.

3. The translation procedure

IMT/EC's translotion procedure is divided into
several phases, i.e.,morphology analysis and diction-
ary retriving, SC-grammar analysis,disambiguotion and
transfer, modification of the translation etc.

The communications between translation mechanisms
and the knowledge base are performed by the knowledge
base management system IMT-KB, these operations
includes getting a set of related rules and returning
some information for the modification as well as
augmentation of the MT knowledge base.

3.1. Morphology analysis and dictionary retriving

In the IMT/EC, words in most common uses can be
retrived by either their bose forms or their surface
forms, while most of the other words can only be re-
trieved by their base forms. The tasks of the morpho-
logy analysis are to process the prefix, suffix, and
compound words. Since these processings are complete-
ly natural longuage specific, in order for the proce-
ssing mechanisms to be longuage independent, we deve-
lop a longuage independent morphology analysis me-
chanism to apply the language specific morphology
rules in the morphology analysis.

The morphology analysis rule form is

<surface pattern> -> <conditions> | <result>

Here,

<surface pattern> is the surfoace form of the word
to be analyzed,

<conditions> is the application conditions of the
rule, ’

<result> is the definition of the word base form
analyzed.

For example,
(1) (* s)-> (verb #) t (def(*), SvV)
(2) (* s)-> (noun *) | (def(#*), PN)
(3)(*1 - #2)-> (word #1){word #2)1
((def(morphology *1),
def(morphology #2)), COM)

Here, *, #1 and *2 are variobles indicoting that
it can be bounded to ony sub-character string of the
word to be analyzed, def{X) is the definition of X in
the IMT-KB, SV, PN, COM are surface features of the
word.

Rule (1) indicates that when the lust character of
the surface form of a word is 's’' and the remained
character string % in the word is a verb, then its
surface feature is the singular verb form (SV) of the
verb *. Thus, it returns the value of

(def(#*), sV)
as result.

Rule (2) indicates that when the last character of
the surface form of o word is ’s’ and the remained
character string #* in the word is o noun, then its
surface feature is the plural noun form (PN) of the
noun *, Thus, 1t returns the volue of

(def(*), PN)

as result.

Rule (3) indicates that when the character string
of o word comprises a character ’-', the left part *1
and the right part *2 of '-’ are both words, then it

is a compound word of *#1 and *2.Thus, it applies mor-
phology rules to cnalyze the word %1 and *2, ond re-
turns the value of

((fF{morphology *1),f(morphology *2)),COM)
as result,

Suppose that,
$X indicates that X is a variable,
#X returns the character list of X,
&X returns the last choracter of X,
>X returns the first part of rule X or the
first element of o list,
<X returns the remained part of X which

(>X+ <X = X),
f(X,Y) returns the first different item pair of
X and VY,

lookup(X) looks up the dictionary and returns the
definition of the word X,

search(X) returns the morphology rules which inclu-
des character X,

check(X) tests whether two elements of the item
poir X is unifiable or not,

null{x) tests whether list X is empty,
apply(g,X) returns the result of g(X),

t(X) tests whether result X needs further
analysis and performs recursive onalysis
when necessary.

The algorithm for morphology anulysis and diction-
ary retrieving is as follow.
INITIALIZE
$X <~ #word;
$P <~ search(& $X);
$P <~ $PU search{> $X);
$result <~ { );
for $rule e $P do

{MATCH

$PAT <~ > $rule;

$COND <~ »>6< $rule;

$RES <~ <=<¢ $rule;

f.oop

$palr <- F($PAT, $X);
if (null{$poir)) goto TEST;
1f (not(check(3$pair))) break;
$PAT <~ $PAT e $patir;



$PAIR L < $PAIR_L U ($pair};
gotu Loop;
TEST
for $CONDI € $COND. do
{$PROP <- lookup{>e < ($COND1)):

it (not{oppiy(> $COND1, $PROP)) breck;
);

KESULY

$PROP <~ Lookup (> ($RES v $PATR L));

$rosult < $result ¥ {{$RESo $PALR L,
$PROP));

)
it {pull{$resylt)) return word
olse return t{$resulit);
ElD .

3.2, SC-Grommar Analysis

The SC-grammai analysis mechanism of IMY/EC
applies the SC-rules stored in the [MT-KB to disambi-
guate the structural amblguities of' the input senten-
ces and produces the structural description for them.
The grommar hos some outstunding features of the case
grammar and  semantic gramwor. The rule Torm is as
follow,

<S-STRUCTURE> -> <S-ENVIRONMENT> |

<R=STRUCTURE?>,

<it-ENVIRONMENT >,

<CTRANSFER> .
Here,

<5--STRUCTURE> and <S~ENVIRONMENT> are rule condi-
tions which defines the current structural form and
contextual features of the input, <R-STRUCTURE> and
<R-ENVIRONMENTY are rosult structural Form and
contextual FTeotures of the input, <TRANSFER> are the
transTormations reloted to the rule.

The structural forms , <S~3TRUCTURE > and
¢R-STRUCTURE> are rapresented as strings of syntagmas
and words. The contextual environments, <S-ENVIRONMENT>
and <R-ENVIRONMENT> are represented us vectors, of
which each element corresponds to an inter-sentential
ralation or a special cuse, their values are used to
resolve the ellipsis,anaphora, tense und aspocts etc.
[t is the principal contextual processing mechanisms
in the IMT/EC.

Since the contextual vector is used only as o
supplement to the pure semantic grammar analysis,
ospeciully in the processing of contextual relations,
it is not necessary to analyze the input to the
extent that one can get all the semantic relations of
the input. Thus, the vector processing formalism 1is
completely acceptable.

Two example rules are as Tollow,

NP VP -> A | S, change(ﬂ1,x), NP VP,

in NP -» Ai | PP, change(B2,X), zai INP nuai.

$C-grammar analysis mechanisms receive the results

of morpholcgy anulysis or previous SC-reduction, send
the messages to the IMT-KB to get related rules, and
apply these rules to 'reduce-the input until a non-
werminal symbol S is reduced, thus, to produce the
structural description of the input.

The SC-grammar analysis algorithm of the system
is:

(1) In the ontries of ' the IMT-KB dictionary, we
stored not only the word meanings ond their disambi~
guation conditions, but also SC-phrase and semantic
rules specific to the entry word. when anuolyzing a
sentenca, the system first retrievos the SC-phrase
rules specivic to the words appeared in the sentence,
and opplies these rules to tind «a list of possible
phragses of the sentence from the context of the words

in the senienco,

The phruse list returned is as follow,

e i d )

¥y (12, 32)

Ka(Lu (o)
Here, Xi, {i, ....%«a are phrase syntogma identifilers,
L4y tye ooy daand jy Jo. ooy I oare onding posi-

tlons of the phrases in the input sentence.

(2) Find o list of expectation pathes from the
phrase list as follow,

W) [13)

P30 X k) o X (mny)
xW(1.03,) X%)(lfl.kz) e X? (m;ﬂ,nl)
\p! N )
K3 (140) P gy L xmgng)
Pw g ) Plwgy ) .. Plwg

T~
(Here, P{w) is the word w itself or its property, i

is the current anulysis position which initial value
is @,1 1s the expectation length defined by the user)
and order them by means of the phrase ending posi-
tions ny.ny...., ng from larger to smaller. These
pathes are used os heuristics in the anolysis of the
sortence. We try one new path at one backtraching.

(3) Send the analyzed component )

_ M= v ) vl gl
and the current expectation poth to the IMT-KB to
retrieve the SC-rules’ which hedd patterns contain a
sub-string of

Yoo oo v o)y X Gy s K G
M Path z{ or
Yo(o.o.) oo Vel ) P (w ) o P (wa)
and organize these rules in a list according to their
preferences from higher to lower. Then, it takes one
rule from the rule list at one backtracking and go to
(4) to apply the rule to reduce the input.

If no rule in the list can be successfully applied
to reduco the input, the system gets the next expec-
tation path from (2)and repeat (3). If all the expec-
totion pathes have been tried and no successful rule
has beoen applied, it returns to the last analysis
position to re-analyze the input. If the current ana-
lysis position is the beginning of the sentence, the
system calls the exception processing mechanism to
deal with this un-analyzable sentence.

(4) Match the rule head pattern with the current
form of the input sentence. If there is a sub-pottern
of the current sentence pattern that can match the
rule head, then go to (5) else get the next rule from
(3) and triles to re-match them.

(5) First, add some newly formed phrases into the
phrase list in order for the bucktracking of the ana-
lysis, then call the cuse analysis mechanism to check
the current analysis results ond the currcnt form of
the sentence to fill in the case frume A, B in the
rule and the context vector. The case analysis algo-
rithm is described in the following paragraph.

(68) Check A and the context vector to see whether

their values are unifiable. If they are unifiable,
then go to (7), else get the next rule from (3) and
returns to {&).

(7) Store the backtracking information into the
temporary stack, substitute the reducing part of the
current sentence form with the reduced form, change
the current cnalysis position to the last word of the
newly reduced syntagma,and change the related olement
values of the context vector according to the element
values of B,

If the current position is not the end of a sen-
tence, then go to (2),

If the current position 1is the end of o sentence
and the current form of the sentence 1s not S, then
go to (2),

if the current position is the end of a sentence
and the current form of the sentence 1s S, then go
to (8),

(8)Call the semantic processing mechanism to check
the result of the analysis to see whether it violates
tho English collocation rules. If the result violates
the collocation rules, the system recovers to the
status before the lost reduction and gets the next
rule from (3) to re-onalyze the input.Otherwise, there
will be two cases,

a. If the user only needs the most adequate
translation, the system proceeds to analyze the next
sentence.

b. If the user needs all possible translations
the system records down the current result and reco-
vers to the status before the last reductlon and gets
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the next rule from (3) to re-analyze the input in
order to get other analysis results.

As we have mentioned before, the case analysis in
the SC-analysis 1is only o complement to the semantic
analysis. It is mainly used to deal with the context
relation and aspect, tense, modal etc. Thus, the
system only needs to analyze those coses which can be
used in those purposes. It is much simpler than the
case analysis in the case grammar analysis.

The case analysis in the SC-analysis is performed
by the following algorithm,

(1) Get the case expressions defined in the
elements of' vector A and B. The form of the element
expressions of A and B is

85[1]:5

Here, 85[1] indicotes the element case identifier(S;)
of the case frame A or B is corresponded to the case
identifier S[i}] of the system case frome, i.e.,system
context vector. E is the expression used to get the
value of the respected case.

(2) Retrieve the definition of the case identifi-
ers from the system case frame and organize these
case identifier into a list according to their prefe-
rences from higher to lower. The form is,

(S[11].subject:E1,8[12].object:E2,...,S[im].Em,...)

(3) Evaluate the value of the elements in the case
identifier 1ist, ond fill them into the respected
position in the case frame A cnd B. There are many
cases in the evaluation.

a. E is a constant, returns kE,

b. E 1s empty, evaluate the case value according
the definition of the case identifier,

c. If the case identifier is a syntagmo idetifi-
er, then finds the volue of the identifier
from the onalyzed input according to the
heuristics provided by the expression E,

d. If the cose identifier is a semaontic identi-
fier, then call the semantic mechanism to get
the value which can be filled into the case
identifier from the input according to the
heuristics provided by the expression E,

e. For other case identifiers,call their respec-
ted subroutines to get the value of the case.
These subroutines are defined by the rule
designer.

The case analysis in the SC-analysis can solve the
ellipsis, anaphora, and other contextual problems.

3.3. Semantic disambiguation and transformation

The SC-rules define not only the relations for the
syntagma reduction, but also contextual vector value
changes with respect to the reduction of a sentence,
and the rules related transformoations.

The transformation operation defined in the SC-rule
is in the following forms,

X 1X Lo IX

Here, IX , X , ... , IX are translations of the
syntagmas X , X , ..., X in the rule head.Thelr
positions indicate the positions of the translations
of the syntagmas. There will also be some indicators
in the string which are used to indicate positions of
the translations for inserting tense, voice, modal
modifiers.These indicators are used as the heuristics
of the semantic processing.

The transformation in the IMT/EC is relatively
simple. It travels over the whole analysis tree from
top to down, left to right, transfer every node when
the node is traveled.the result of the transformation
is the Chinese utterance of the sentence.

Rules with some head patterns may have different
case fromes A and B,in this case, they moy correspond
to different transformation operations. These rules
are defined as two different rules by the rule desig-
ner. While in the IMT-KB, the system stores them as
one rule with many candidate right patterns. Whenever
the head pottern is successfully matched, the system
sequentially checks these candidates until one of
them 1is satisfied ond records down the current suc-
cessful position so that backtracking mechanism can
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get the other candidates when necessary.

The tasks of the semantic processing in the IMT/EC
are to check the results of the oanalysis to see whe-
ther they satisfy the syntax or semantic c¢ollocation
rules defined in the IMT-KB, to produce the suitable
modifiers for expressing the tense, voice, aspects
and so on in the Chinese. In some cases, it also apply
the well formed world knowledge defined in the IMT-KB
to eliminate some illegal expressions and extend the
meanings of some ambiguity words.

Since the SC-analysis 1is based on the semantic
grammar analysis, most of the syntox and semantic
ambiguities are solved in the reduction operations.
Even though the case analysis in SC-analysis is aimed
mainly to resolve the contextual problems, they can
also solve some ambiguities among a sentence.That is,
the semantic processing in the IMT/EC is oriented to
specific ambiguities and inter-sentential case value
evaluations. Though the processings are different in
different phases of the tronslation, they con be
categorized as,

(1) determining the value of o specific semantic
identifier, such as time adverbial, place adverbial,
anaphora etc.

wWhen a specific semantic identifier is concerned,
the semantic. processing mechanisms first finds the
key word which can match the semantic identifier from
the sentence,such as word with time,place properties,
then get the phrase which comprises the key word in
the sentence, and return the phrase as the value of
the identifier.

Only simple anaphora phenomena are considered in
the IMT/EC. They are processed in two different ways.
One is to compare the synonyms to find the anaphora
words, the other 1s to find the suitable anaphora
content through the position relations, such as, in
some specific context the word ‘which’ can refer to
the noun phrases immediately before it.

(2) checking the collocation of syntagmos.

There are three possible categories of collocation
in the analysis results,

<1 X W ~> (W =y Cy)
<25 WY -> (W =>Cz)
<> X WY -> (W=>Cz)
Here, X, Y may be strings of words or syntagmas, W
is a specific word. The above expressions means that,
<1> W appears after string X and functions as
speech Cj,
<2> W appears before string Y and functions as
speech Ca,
<3> W appears between string X and Y and func-
tions as speech Cs.
The related word definition in the IMT-KB diction-
ary is as follow,
W= Ci (E¢ => Mj)
(Ea => My)
Cz (E3 => Mg)

'

Cm (Ep => Mgp)

Here, C 1is the speech category, E 1is the context
structure of word W, M is the meaning of word W.

The semantic processing mechanism retrieves the
collocation rules specific to words of the sentence
from the IMT-KB, and applies these rules to check the
analysis result to see whether there is any violatiorn
between the analysis result and collocation rules. If
there 1is, returns fail.

(3) checking the distant contextual relations.

There are also three possible cotegories of
distant contextual relatlons appeared in a sentence,

X ... W [m] => (W => Cy)
W ... VY [n] -> (W => Cz)
X ..o W ... ¥ [mnl <> (W => Ca)

Here, X, ¥, W, C have the same meanings os in the
(2). n, m are optional, they defines the relative
position between the word W and X/Y. When n, m = @,
they are the cases described in (2)}. When n, m is not



defined, they indicates uny position beforef/after the
word W. These distant contextual relation rules are
dofined in the IMT-KB in the same way as in (2).

I¥ m and/or r ore present, the semantic processing
wechanism finds m/n word beforefafter the word W in
the sentence, und tries to reduce thot word ond its
adjacent words into X or Y. If they can be reduced,
and the word W functions wus the same category as
defined in the rule, then successes, else eliminates
the analysis.

If wi and n  are not defined, then try to find the
word beforefafter the word W which can be reduced
into X or V together with its adjacent words.If there
are no such element 1n the sentence, then returns
tail.

{(4)craating Chinese modifiers to express the tense,
volce, modal and s0 on and lnsert these modifiers in
the iraaslation according to the position mark
ippeaired in tho rule.

The vrocessing procedure is as follow,

d. Get tho marks of the tense, volce, modal etc.

b. Call the' corresponding subroutines defined by the
rule designor to detormine an appropriate modifi-
or Yor the mark. Thls ls boased mainly on the con-
textual structure of the analysis result.

¢. Insert tho modifier in the position of the trans-
lotion marked by the marker.

For cxample,if a verb is in the ’-ing’ form and there
is no time adverbial 1ln  the input, tho tense of the
context ore all progressive, then ignores the time
mari. Xi the predicuto are 'bu going to', then trans-
lates 1t as 'dushuong’ ignoring the time mark.

The world knowledge rules are defined in the same
form as the semantic rules. The application of these
rules are to test the context to find the semantic
features of the situotion and compare these to the
world mocel definition defined in tho world knowledge
rule to determliae tho situction of the utterance, and
then determine the correct translotion or extend the
maunings of related words.

Every semuntic procossing mechanism mentioned
above  corresponds  to u specilfic processing subrout-
ineg. Thes: subroutines are called in the grammar ana-
lysis and  tronsformation processing to perform the
reloted semantic processing. (1) 1s primarily used in
the cuse analysls, (2) and (3) are primarily used in
checking che analysis result and disambiguations in
the anolysis and transformation, () is primarily used
in the transformation.

The gramngr ond word tronsformation algorithm is,

(1) Current-node <- root of the onalysis iree,

(2) 17 the current-node is a leaf node, go (4),

(3) The curront-node 1is not a leof node, the
processing are as follow,

a. iv all the welements in the transformation
en:pression of the node are constant, go (5),

b. 41 ull the variables in the tronsformation
expression of the node are substituted by
constants, thon call semantic processing me-
chonisim to croate suitable modifiers. Go (5).

¢. it there are some unsubstituted variables in
the expression of the node, set these varic-
bles as current-node one by one, and uses the
results roturned by each subnodo to replace
the variables.

(#) When the current-node is a leaf node,that is,
it is a speciiic word or an idiom, then retrleves
its definition {rom the IMTI-KB, call the semantic
procassing wechanism to dotermine on  appropriate
maarting for it according to the tree structure.

(5) I¥ the current-node 1s root node,then returns
the curreat form of the transtormation expression as
the translation of the sentence. Otherwise, returns
the expression to the parent node,recovers the parent
node as curvent node. Go (2).

3.4. The wmoditication of the translation

The objective of the automatic modification of the
trunslution is ©o . lmprove the readability of the
translaiion, but this sacrifices part of the accurucy.
It is woro suitable tor the non-sctentific literature

translation.

The main tasks comprises:

a. Change the order of the phrases and words of
the translation,

b. Substitute some words which collocation is not
commonly used in the Chinese utterance for the syno-
nymous words, '

c. Insert some conjunctive words when necessary,

d. Eliminate some redundant words.

The aigorithm for these processing is,

(1) According to the Chinese collocation rules
defined in the IMT-KB, changes the words and phrases
order of the translation which are not in accord with
the collocation convemtions in Chinese, sich ds,

Budan ... , Erchia

(2) According to the co-occurrence rules of the
Chinese words defined in the IMT-KB, check the uses
of the Chinese words in the translation. If they are

not in occord with the co-occurrence rules, then rep-
laces theso words with the Chinese synonymous words
until they are occord- to the rules. If there is no
suitable synonyms,then tries to extend the meaning of
some words.The meoning extending rules are defined in
the word entries. Its form is as follow,

<word> :— <condition 1> | <extension 1>
<condition 2> | <(extension 2>

¢<condition n>» | <{extension n»>

Here, <word> 1ndicates the word appeared 1n the
sentence,
<condition> defines the extending conditions,
<extension> 1is the utterances extended.
If the word can not be reploced or extended, then
just returns the source translation.
(3) Check the translation to find the redundant
words and eliminates them. The form of deletion rule
is,

XYXZ->p(X), plv)ixyz

such as, *NP de NP de -> NP NP de'.

Since the modification has no absolute standard
and requires a large amount of world knowledge, it is
rather difficult to solve this problem in one day. In
the IMT/EC, we only deal with the most simple cases.
More complex situations can be solved with the appli-
cation and improvement of the system. Thus,the system
is designed to be easily extended with the applica-
tion.

If the user needs high quality translation, he may
call the post editing subroutine to modify the trans-
lation by human beings or with the aid of human
beings. At the same time,we can also set the leurning
mechanisms in working status ‘to trace the modifica-
tion procedure of human beings ond produce some use-
ful rules for the system.

v, Summary

In eonclusion, we have introduced the translation
processing procedure ¢f the English-Chinese machine
translation system IMT/EC, and describe its principal
processing algorithms.
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