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ABSTRACT

Determiners play an important role in conveying the meaning of
an utterance, but they have often been disregarded, perhaps
because it seemed more important to devise methods to grasp the
global meaning of a sentence, even if not in a precise way.
Another problem with determiners is their inherent ambiguity.

In this paper we propose a logical formalism, which, ammng
other things, is suitable for representing determiners without
foreing a particular interpretation when their meaning is still
not. clear.

INTRODUCTION

Arbiguity of determiners is cne of the most striking phenomena
of natural language; what is strange is the ease with vhich humans
use them: it seems that the molteplicity of interpretations of a
noun  phrase including a determiner is not explicitly perceived by
human users of mtural language [Hobbs 1983]. The approach we
chose tries to medel this behaviar: each determiner has a charae=
teristic semantic interpretation, which is different from that of
other determiners and which can be furtherly specified on the
basis of the information contents gathered from the overall con-
text and from the remining part of the sentence. If such an
information contents is not sufficient, then the meaning of the
determiner remains anbiguous. What is of paramount importance is
that any determiner has a "single" meaning, that can be furtherly
specified by the context.

Of course, we need to express the semantics of determiners by
means of a suitable representation. The one that we propose seems
to be intuitively acceptable, formally precise and suitable for a
compositional amalysis of natural language that, even if question-
able in some particular cases, is still one of the approaches that
guarantee the most reasorable degree of generality in semantic
interpretation.

It is obvicus that the representation of a senterice in such a
formalism may contain anbiguities; therefore a further step is
needed in arder to obtain an unambiguous deep specification of its
meaning. Contrarily to the intermediate logical formalism we are
going to discuss, this final specification will not be given in
declarative form, but in ferms of operations on an underlying
knowledge base.

REPRESENTATION FORMALISM

Our min goals in designing the representation formalism that
will be used in the following sections were:

1) To maintain a close relationship between the pieces of informa-
tion that are intuitively present in the input sentence arnd the
predicates appearing in its interpretation.

2) To meke explicit the distinction between surface objects and
semantic entities: words on one side and concepts, individuals,
classes ete. on the other.

3) To mintain a compositional analysis of language, where the
starting point is provided by the dependency tree built by the
rule*pased syntactic component of the FIDO system [Lesuo,
Torasso 84; Lesmo, Torasso 85a; Lesmo, Torasso 85b].
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4) To devise a set of predicates allowing an easy translation
between the obtained representation and the correspording
operations on a Knowledge Base.

A first example concerns a very simple sentence:

1) Bob loves Lucy.

The representation is (lower case strings refer to variables;

upper case ones to constants ar predicates):
1r) REF(S,x,BOB) & REF(S,y,LOVE) & REF(S,z,LUCY) & AGENT(y,x) &

OBJECT(y,z)

This can be read as: there are three internal entities (x,y,z);

the speaker (S) is referring to the first of them by using the

word BOB, to the second with TO LOVE, to the third with LUCY; the
agent of y is x, its obiect is z. Fig.1 depicts, in terms of nodes
and arcs, the proposed representation. REF predicates are meant to
indicate the mapping between words and intermal nodes., Consider
now €x.2:

2) The boy loves a girl
The representation reported below disregards the information con=
tents gathered from the determiners:

2r) REF(S,x,BOY) & REF(S,y,LOVE) & REF(S,y,GIRL) & AGENT(y,x) &

OBJECT(y,2)

The representation is analogous to the previous one. On the other
hand, some problems arise in this case; they concern the communir
cative impact of ex.2, and which were not evident in the previocus
example, If we say "Bob loves Lucy", we assume that whoever hears
this sentence knows both Bob and Lucy, so that he 1s able to
reconstruct the right semantic interpretation, and to identify the
specific individuals to whom the speaker is referring, But how
can the hearer convey such kind of information when explicit names
are not available? And, on the opposite side, how can the speaker
tell the hearer that he is not referring to any specific indivi-
dual, but he wants to mention a general property of the class? We
believe that the discriminating information is carried by deter~
miners. If we take them into account, we should state that ex.2
expresses something as: "BOY (this word should suffice for you to
identify whom I'm talking about) LOVES GIRL (this word is not
specific enough to allow you to identify the correct referent)”
or, if we think of a knowledge base represented as a semantic nets
work: "Dear hearer, you should find a node satisfying the 'BOY'
description (and if you consider the context, this can be done
unambiguously), then you should create a new node of type 'GIRL'
and connect them via a node which is an ACT~OF 'LOVE' ",
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We can give now the camplete representation of ex.2:
2r') REF(S,x,B0Y) & IDENTIFIABLE(S,S,x) & ENABLESAMEREF(S,H,BOY)
& REF(S,y,LOVE) & REF(S,z,GIRL) & IDENTIFIABLE(S,S,z) and
not FNABLIZSAMEREF(S,H,GIRL) & AGENT(y,x) & OBJECT(y,z)
that is: "he speaker is referring to entity x by means of the
word BOY, he assumes that x is identifiable to himself and that
the deseription used (BOY) enables the hearer to refer to the same
entity; there is also an act of loving (y) and another entity (z)
wiom he is referring to by means of the word GIRL; z is identifi-
able to himself, but the word GIRL will not enable the hearer to
refer to the same entity he is thinking about. Finally, x is the
agent of y ard 2 is the object of y".

Actually, 2r' does not correspond exactly o sentence 2. In
fact Bx.2 is anbiguous whilst 2r' is not, The source of anbiguity
is the NP "a girl", In the previous discussicns we assumed that
the speaker knows the girl loved by "the boy", but this is not
necessarily true, ‘The "specific" reading is given in 2r' by the
presence of the predicate IDENTIFIABLE(S,S,z). Now, how can we
account for the inherent ambiguity of the indefinite determiner?
Simply dropping from its semantics the "IDRNTIFTABLE" predicate:
it will be added in case the context provides sufficient clues to
infer the Mspscific" interpretation, or its negation ("not IDEN-
TIFIABLE") will be added in case some evidence about a 'generic"
interpretation is available. No predicate is added (and the sen-
tence remins anbigucus, as it actually is) if no disanbiguating
criterium is provided by the context.

The approach exemplified above will be described in the next
section, covering the definite and indefinite determiners., The
predicates used are listed below, together with an explanation of
their intuitive meaning.

REF(x,y,z): Individual x is able to refer to entity y by by means
of expression z.

FENABLESAMEREF (%,v,2): Individual x assumcs that individual y is
able to identify, by means of expression z, the same entity
which he refers to.

IDENTIFIABLE(x,y,z): Irdividual x assumes that individual y is
able to identify (or that y knows) entity z.

SET2(x): Entity x is a set composed of at least two elements.

ARBITRARY(x,z): Any member of the class x identified by te expres—
sion z necessarily satisfies the property expressed by the pro~
position in which z occurs,

REPRISENTATION CFF DETERMINERS

We will describe the representations we have adopted for deter-—
miners, following the classification introduced in [Croft 851,
which we report here (rote, however, that the ARBITRARY predicate
introduced above does not correspond to 'arbitrary' in Croft's
classification, only to its 'not defeasible' subclass):

= Perceptually available (this,that)

~ Not perceptually available:

-+ Identifiable (the, anaphoric pronouns)
= Not identifiable:
— Specific (specific, epistemic a)
-— Arbitrary:
-—= Defeasible (generic / intensional a)
w3 Not defeasible (any)
Table 1 lists the various representations we have adopted. Let us
consider first the definite determiners (we are not going to dis—
cuss what Croft refers to as 'perceptually available'-referent
determiners, i.e. demonstratives like 'this' ard 'that').

The representation for 'the' reported in table 1 can be para~
phrased as: "There exists an entity that the speaker is able to
refer to by means of the expression following the determiner; the
speaker assumes that that expression will enable the hearer to
refer to the same entity; the speaker is able to identify the
referred entity”. An example is provided by

3) 11 ragazzo mangia (The boy is eating)

3r) REF(S,x,B0Y) & ENABLESAMEREF(S,H,BOY) & IDENTIFIABLE(S,S,x)

& REF(S,y,TO EAT) & AGENT(y,x)
It mst be noted that it is not written anywhere that the entity x
has to be an individual. In prirciple, it could be a generic

entity (i.e. an 'intensional' node of a semntic net), thus ful-
filling the role of 'prototype individual' (Grosz, Joshi, Wein®
stein 83].

A few words now to discuss plurals. For example:

4) I ragazzi mangiano (The boys are eating)
Ur) REF(S,x,BOY) & ENABLESAMFREF(S,H,BOY) & IDENTIFIABLE (S,S,x)
& REF(S,y,TO EAT) & AGENT(y,x) & SET2(x)

The only difference is the presence of the predicate SET2(x),
which states that the entity x is a set. We use the mane SEI2 to
evidentiate that it refers to the pretheoretical notion of set as
'a group' composed by more than one element.

As regards indefinite determiners, the representations given in
Table 1 can be paraphrased as: "There iIs an entity that the
speaker 1s able to refer to by means of the expression following
the determiner; the speaker canmnot assume that that expression
will enable the hearer to refer to the same entity". Let us con~
sider first the 'specific' meaning of the determiner 'a':

5) Un uomo entro' adagio nella stanza (A man quietly entered the
room)
5r) REF(S,x,MAN) & not ENABLESAMEREF(S,H,MAN) & REF(S,y,ENTER) &
REF(S,z,RO0M) & ENABLESAMERER(S,H,ROOM) & AGENT(y,x) & 1OC
(y,2) & MOD(y,w) & REF(S,w,QUIETLY) & not ARBITRARY(x,MAN)
(note that the speaker assumes that the use of the lexeme 'room'
enables the hearer to identify the specific room he is thinking
abaut). This interpretation is the simplest one, since it
directly encodes the basic meaning of the indefinite determiner,
i.e. the reference to an unspecified entity.

A first problem is how to get the 'generic! meaning from this
representation (epistemic and intensional interpretations will be
analyzed afterwards, since they do not appear as subjects of  sen—
tences). In:

6) Un orso va in letargo in inverno (A bear hibernates in

winter)

you could probably perceive a meaning such as: "If you randomly
pick an individuval bear, then you will see that it hibernates in
winter; of course, the bear you will select will probably not be
fhe same bear I am thirking of, but it still hibernates in
winter". Notice that this paraphrase (as we assume it is) does
not. imply the existence of a 'prototypical' bear to which the gen-
eral property of 'hibernating in winter' should apply: we are
referrirg to an arbitrary element of the class we are lalking
about, although we are not saying that no exceptions exist. It is
this non*identifiability of the element for which the property is
predicated that allows the hearer to obtain the same general
result.

But now, what is the difference between ex.5 and ex.6? In the
first case (specific interpretation), the speaker is referring to
a particular individual, whereas in the second one he is not. We
can state that in the specific interpretation IDENTIFIABLE(S,S,x),
whereas in the generic interpretation 'not IDENIIFIABLE(S,S,x)'.
of course, in both cases the preserce of 'not
ENABLESAMEREF (S,H,EXP)'  should allow to infer that ‘'not
IDENTIFIABLE(S,H,x)', that 1is, to the speaker's knowledge, x is
not identifiable by the hearer by means of the expression EXP
used. Note that this does not mean that the hearer will not be
able to identify x, but only that the speaker is not willing to
assume =0 (some examples will be provided afterwards). The
representation ve get for ex.b is:

THE | REF(S,x,EXP) & ENABLESAMEREF(S,H,EXP) & IDENTIFIABIE(S,S,x)

A | REF(S,x,EXP) & not  ENABLESAMEREF(S,H,EXP) & not
ARBITRARY(x)

ANY | REF(S,%,EXP) & ARBITRARY(x)

Table 1: Semantic representation of the meaning of determiners.
Note that the representation includes the REF predicate, which
will be actually built up on the basis of the expression following
the determiner. This has been done in order to provide a means of
wnifying the variable x occurring in the other predicates with the
one appearing in the representation of the remaining NP,
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6r) REF(S,x,BEAR) & not ENABLESAMEREF(S,H,BEAR) & not
IDENTIFIABLE(S,S,x) & not ARBITRARY(x,BEAR) & REF(S,y,TO
HIBERNATE) & REF(S,z,WINTER) & AGENT(y,x) & TIME(y,z).
It could be argued that there 1s no reason why in the analysis of
definite determiners we allowed the 'expression' following the
determiner to refer to an intensional object, whereas in the inde%
finite case we do not. However, language works just because we
assume (somebimes incorrectly) that a given lexeme refers to the
same concept for the whole community of language users. This means
that we camnot accept a reading where 'not ENABLESAMEREF(S,H,EXP)’
oceurs and where EXP is intended to refer to a generic concept.

In order to discuss the other two interpretations of indefinite
determiners, we need to refer to their use in cases different from
the subject of the sentence, or, more precisely, in sentential
contexts where there is another partecipant, different from the
speaker, who has an 'active' role. In these cases, the representa~
tion must account for the existence of a referentiality predicate
attributed to someone different from the speaker and the hearer.
The first well known example is provided by a 'desire' verb, that
is 'to want':

7) John wants to marry a Norwegian
Same different meanings can be characterized by the hearer's dif-
ferent replies :

Ta) No, Ingrid isn't a Norwegian.

7o) Who is she?

Tc) How does he think he can find one?
In the first case, the speaker is using the word 'Norwegian' to
refer to Jon's future wife, but the speaker does not agree on
that word (¥). In the secord case, the hearer assumes that the
speaker is referring to a specific girl whom he does not know., In
the third case, he assumes the speaker is not referring to any
particular Norwegian.

In all cases there is a comon core in the representation of
the initial sentence; it is:

Tr) REF(S,x,JOHN) & REF(S,y,TO WANT) & REF(S,z,TO MARRY) &
REF(S,w,NORWEGIAN) & not ENABLESAMEREF(S,H,NORWEGIAN) & not
ARBITARY(w,NORWEGIAN) & AGENT(y,x) & OBJECT(y,z) &
AGENT(z,Xx) & OBJECT(z,w)

To this basic interpretation, same different predicates are added
for each different case:

Tar) IDENTIFIABLE(S,S,w) for the standard "specific" interpreta-
tion of the indefinite determiner; IDENTIFIABLE(H,H,w) & not
REF(H,w,NORWEGIAN) to state the hearer's disagreement.

Tor) IDENTIFTABLE(S,S,w) & not IDENTIFIABLE(H,H,w)

Ter) not IDENTIFIABLE(S,S,w)

But now we have the possibility to characterize two subcases of c:
in the first one (c1) S does not know the Norwegian that John
wants to marry, but John does know her; in the second case (c2)
the identification is generic far both of them:

Tetr) IDENTIFIABLE(x,x,wW)

7e2r) not IDENTIFIABLE(X,X,w)

The last determiner (in Croft's analysis) is "any". Its represen=
tation is reported in table 1, but lack of space prevents us from
discussing it (moreover, not all students agree on its status of
determiner = vs. quantifier * ard no Italian lexeme has a meaning
exactly equivalent to "any").

We list below the rules more strictly concerned with the opera~
tional interpretation of the predicates associated with deter=
miners:

R1 (Definite):
if REF(S,x,exp) & ENABLESAMEREF(S,H,x) & IDENTIFIABLE(S,S,x)
then locatenode(exp,x)
R2 (Specific indefinite):
if  REF(S,x,exp) & not
IDENTIFIABLE(S, S, x)
then createnode{exp,x), mark(x, 'INDIVIDUAL')

ENABLESAMEREF (S, H, X) &

(¥) Note that neither the speaker nor the hearer are necessari=
ly right. For instance, the speaker could reply "She was born in
Oslo", ard the hearer "But last year she got the U.S. citizen~
ship".
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R3 (Plural definite):
if REF(S,x,exp) & ENABLESAMERFF(S,H,x) & SET2(x)
then locateset(exp,x)
R4 (Generic indefinite):
if  REF(S,x,exp) & not  ENABLESAMEREF(S,H,x) &  not
IDENTIFIABLE(S,S,x) & not ARBITRARY(x,exp)
then createnode(exp,x), mark(x, 'GENERIC<DEFEASIBLE' )

A few words on the functions used in the action part of the
rules:
=~ locatenode looks first for individual referents; if rone is
available it considers generic nodes.
~ createnode builds a new instance of the most specific available
concept identified by exp.
» locateset works exactly as locatenode, but the mode that it
looks for must represent a set.
These rules are not complete, as they do not take into account
Epistemic ard Intensiomal Indefinite: in fact, both the represen-
tations of these interpretations wmust include the hypothetical
knowledge of another individual and, as we said before, we did not
treat belief contexts.

CONCLUDING REMARKS

Interpretation of determiners and quantifiers is usually over-
sinplified in many natural language interfaces, We think the fors
malism discussed in this paper constitutes a significant step in
representing the meaning of the sentence at a more abstract level
than many interfaces do; at the same time we can directly exploit
the features of this representation to build the actual update
comand o query.

Other approaches use a direct translation of the sentence from
its surface form (or from a purely syntactic tree) into a
representation language which is actually a KB management or a DB
query language. The formalism discussed in this pages does not
meke any assunption on the language used for actually accessing
the KB (and for this reason the formalism does represent the mean-
ing of a sentence in a natural or at least 'neutral' way [Hobbs
1985, Schubert & Pelletier 19821).

On the other hand, the formalism is not too far from the way
the domin knowledge is (or could be) represented inside a KB or
DB, so that it is easy to develop translation rules stating what
operations on the KB or DB should be done.

The constraints on the available space prevented us from dis~
cussing the preblem of using the context to disanbiguate among the
different meanings of a given determiner (e.g. specific vs.
unspecific "a"). Some efforts were made and the results are
encouraging, though in many cases it is only very high-level
information (e.g. mtual knowledge and beliefs) can provide the
basis for selecting the right interpretation.
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