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Abstract

This paper presents a transfer framework called LFT
(Lexical-functional Transfer) for a machine translation
system based on LFG (Lexical-functional Grammar). The
translation process consists of subprocesses of analysis,
transfer and generation. We adopt the so called f-
structures of LFG as the intermediate representations or
interfaces between those subprocesses, thus the transfer
process converts a source f-structure into a target f-
structure. Since LFG is a grammatical framework for
sentence structure analysis of one language, for the
purpose, we propose a new framework for specifying
transfer rules with LFG schemata, which incorporates
corresponding lexical functions of two different languages
into an equational representation. The transfer process,
therefore, is to solve equations called target {-descriptions
derived from the transfer rules applied to the source f-
structure and then to produce a target f-structure.

1. Introduction

A grammatical theory called LFG (Lexical-functional
Grammar)[1] is a framework for sentence structure
analysis and has a simple framework for representing
lexical and grammatical information. It analyzes a
sentence in two steps, a phrase structure analysis and a
functional structure analysis. The former is a syntactic
analysis and produces constituent structures (c-
structures). The latter consists of several procedures,
attaching lexical functions to components in the c-
structure, deriving functional equations called functional
descriptions (f-descriptions) from them with preserving
configurational relationships, and solving these equations
to produce a functional structure (f-structure). Those
lexical functions are represented by a representative
framework called LFG schema.

We adopt such LFG schema to a representative
framework for a dictionary and rules which define
functional correspondences between components of two
languages. With them the transfer process can be
designed as a simple procedure such that its task is only to
solve functional equations of the target language and then
produce an f-structure of the target language. We propose
such a framework called LFT (Lexical-functional
Transfer). It consists of both a representative framework
for a two-way dictionary and transfer rules and a
processing mechanism of transferring an f-structure of
source language into an f-structure of target language.
The representative framework is declarative and then
easy to manipulate. The procedure is a mathematical
processing and thus enough simple and clear in its nature
and executable easily.
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2. Overall construction of translation system

Figure 1 shows the global construction of the
translation system. The whole process is divided into
three subprocesses, analysis, transfer and generation as
usual translation systems. The analysis process is nothing
but LFG analysis.

A two-way dictionary

LFG analysis
nalysts Transfer rules
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! Source ! ) Target )
i F.structure | 1 F-structure
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( Lexical-functional Transfer ) 1) Dictionary looking-up,
2) Conditioning, 3) Instantiation, 4) Solving target equations

Iig. 1 Translation model based on Lexical-functional Transfer

The transfer process, LFT converts an f-structure of a
source language into a corresponding f-structure of a
target language. At first, a transfer dictionary is looked-
up and transfer rules are selected. Next, the conditions in
the rule are checked. If they are satisfied, the schemata of
target language in the transfer rule are instantiated. And
then the functional descriptions of target language are
obtained. They are called the target functional descrip-
tions (target f-descriptions). After setting up the target f-
descriptions, the task of the transfer process is reduced to
solve them and then produce an f-structure of the target
language. The processes of instantiation and solving
target f-descriptions are the same mechanism within LFG.
Implementation and execution of these processes are very
clear and thus there is no need for further explanation.

The generation process is tentatively defined as a
linearization process of the structured relationships in the
target f-structure and a insertion process of inflected
words. However its explanation is beyond the scope of this
paper.

3. LFT representative framework
3.1 Transfer rules

A transfer rule makes two schemata of two languages
correspond each other and its general representative
framework is as follows:

J[ (LFG) schemata ] < = = = > E[ (LFG) schemata].
In the expression, to show what language the schemata
belong to, a initial letter of each language is put in front of
each square bracket. In this paper, Japanese is signified
with ', English with ‘E’, Examples of the transfer rules
are as follows:

U U SN |



JI( TPRED)-"I Ll<===>R]( 1 PRED)= "Tom’ ].

A metavanable T in the right hand side must correspond
to that in the left hand side, and also a metavariable | in
the right hand side must correspond to that in the left
hand side. A symbol <= = => designates that both sides
are strictly corresponding. When a rule is referred in the
transfer process, if it is, for example, transferring from
Japanese into English, the side having ‘0’ plays like a
condition part in a TF..THEN..” rule, and vice versa.
Therefore the description of the transfer rules are
bidirectional since both sides can be a condition part
depending on the direction of transferring.

The number of schemata in both sides are not always
equal and such an example appears in the rules 3 in the
table 3. It can be divided into next three rules. The
isolated type is used in a dictionary since it is compact.

E [(TSUBJ): 1) L= ==l [( SUBN= |
SURJ CASL-NAME)=SURJ,
) [(T()BJ)= ! === >d oBhH=
0BJ CASE-NAME)=QBJ
>

<($8UBJ) 1 OBJ)>’
( 1 SUBJ CASE-MARKER)="ha’

(

<
(1 PRED)="PLAY < ===>J [({PRED)="suru
<(1SUBJXTOBJ)>"
OBJ CASE-MARKER)="'wo’

In a f-structure, its structure is represented with
hierarchy and function names. Even if the structures
between two corresponding f-structures are different, a
transfer process must prove well-formed syntactic
relationships in the target f-structure. Even these
relationships can be represented with the LFG schema.
For example, the rule (2.c) makes different structures
correspond; hierarchy and function names in the rule are
different. English side is "ACOMP SCOMP’ but Japanese
side is ‘XCOMP’, Therefore LFT rule can make two
different structures correspond.

Furthermore, there is often nothing corresponding
between two languages. For example, a infinitive ‘to’
exists in English, but there is nothing in Japanese. Two
schemata in the rule (2.b),

E[(T ACOMP SCOMP to) = +1,

E[(? ACOMP SCOMP INF}= +,
represent infinitive 'to’. As another example, there is no
gender in Japanese and English noun, but there are
genders in French and German. But it is easy to treat the
problem because you have only to add the gender’s schema
to the rule. For example, ‘a book’ in English corresponds to

‘ein Buch’ in German.
PREDY="'Buch’
NUM)=5G
SPEC)=[IN

( { PRED)="hook’
E [(]NUM)=8G <L===>G
(1SPEC)=A
GENDER)=NEUTER

3.2 Two-way dictionary

o

The LFT utilizes a two-way dictionary which has
entries for both languages. Each entry consists of pairs of
(1) a designator and (2) some pointers. The designatoris
a medium to instantiate the schemata in the condition
side. The pointer refers a transfer rule. The rule is
referred by both languages through each pointer.

A rule is registered to the ‘value’ entry of the head
schemata, ({ PRED)=value’. When a rule has many head
schemata, it is assigned to all the ‘value’ entries
redundantly. For example, the idiom ‘be eager to’ has two
head schemata; (1 PRED) = *BE <...>’, (1 ACOMP PRED) =
BACER <...>' in the rule (2b). So it is assigned to the ‘be’

English-Japanese dictionary Japanese-English dictionary

E:entryl J:entryl
designator r---v----boeodoLL - designator
pointers ) Transfer rules ; pointers

E:entry2 | E{Schemata] < = = = >J[Schemata) ' J:entry2
designator ) ElSchemata]< = = = >J[Schomata] | designator
pointers ! E{Schematal< = == = >J([Schemata) i pointers

Fig.2 example of a two-way dictionary

Table 1 'The English-Japanese dictionary (Ex. from sentence(l) to sentence (2))

English entry desinator pointers
be f=1 rule2 a,b,c,d
eagor (t ACOMP)=| rule2 a,b,e,d
Tom t=1 rulel
play t=1 rule3
baseball 1= ruled

Tablo2 Thedapanese-English dictionary (Ex. from sentence(2) to sentence (1)

Japaneso entry desinator pointers
tagaru T=1 rule2 a,b,e,d
tou t=4 rulel
saru 1= ruled
yakyuu t=1 ruled
e _'J'_l_!l_)lgS 'l‘l;u_n_s‘:f_qr rules ( Ex. botween the gentence (1) and (2))
1 (Rulet 11
! { T PRED)="T'om" (1 PRED)="Tomu’ .
|T‘ (] NUM)=SG <===>J | (| NUM)=SG |
I (1 PERSON)=3 (T PERSON)=3 '
| (Rule2.a o4
i ( SUBD= | |
'E | (18UBD={ <m== "FUBJ CASE-MARKER)="ha’ '
oL SUBJ CASE-NAME)=SUBJ| |
| (R\lv2.b) |
! 1AC()MP SUBJ)=(  SUBJ) 1
: ACOMP SCOMP SUBJ) (1 XCOMP SUBJ) '
' =(1 ACOMP SURBJ) ’*(TSU J) 1
I8 0] ( ACOMP SCOMP to) = + =>J [ (1 PRED)="tagaru |
: ACOMP SCOMP INF)= + <(1SUBJ) 1 XCOMP)>' ;
1 ACOMP PRED)='EAGER |
! <1 SUBJ)( T 8coMP)y>’ '
! E 1 PRED)='B !
| ok <(t QUBJ)( t ACOMP)>"_] J
' (Ru '
! (ER t(T/}C()MPSC()MP)w L ] <===>J [(1 XCOMP)= | 1
1w 1
VE T 1'1DNSE) '] <=mmd [ 1’1‘ENSE)=PRESENT !
J =PRESENT (1 ASPECT)="irv’ ] !
1 (Rujed - 1
: ({SUBJ)= l (tsush=| !
\ (1SUBJ CASE-MARKER)="ha’ '
1 (1SUBJ CASE-NAME)=8URJ 1
'E [(1OBD= (] OBy= !
s <==z=>J | (] OBJ CASE-MARKER)="wo’ |
' (1 PRED)="PLAY (1 OBJ CASE-NAME)=084J 1
i <(1SUBJX 1 0BIH>’ (1 PREIDY="suru !
| (Rul <{}SURJY 1 OB >’ i
I E PRED)="'bageball’ ] <= [( 1 PRED)="yakyuu’ )
‘ [( * CATY=8PORT CAT)=SPORT J'

ently and the ‘eager’ entry in the table 1. But the desig-
nators are different. The ‘be’ designatoris*t =’ and the
‘eager’ designator is (1 ACOMP)= |’, asshown in table 1.

4. LI"T processing mechanism

LFT processing is divided into four phases as shown in
Figure 3. Each phase is described briefly as follows:
(phasel) Looking-up the dictionary; Collect all the head f-
descriptions whose type is ‘(f, PRED)=value’, from a
source f-structure. Look-up ‘value’ in the dictionary one
by one and go to the phase (2).

(phase2) Conditioning: Check whether the conditions in
the rule are satisfied with the source f-structure. If so, go
to the phase (8). If not, check the other rules. When a rule
is applied ( from English to Japanese ), English side in the
rule works the conditions , Japanese side works the result.
E { conditions ] < = ==> J[results |
(phase3) Instantiation: Instantiate the schemata in the
result side with the table of correspondence, which
yields target f-descriptions. When actual variables (fi,
fo, ..., etc.) are assigned to the metavariables T,} in the
results, the table is locked up, The table shows that actual
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variables in the condition side correspond to that in the E PRED  Tow’
result side. For example, table 5 in the Figure 3. . _EI%{!%ON go
. . 2 o
(phased) Solving target f-descriptions: After the phase (1), ACOMP SUBJ 2 i
(2) and (3), collect all the target {-descriptions and solve scome o T
them by the LFG algorithm, ‘from f-descriptions to an {- Sung L aseball }
N X ol
structure’. So a target f-structure is obtained. CAT SPORT
& f5 }
—————————— PRED PLAY <( 1 SUB B
F-structure (phasel) E—F—structure ! 4 SUTsuBITO J)>Ji
of the source text g%?g&::)%’;p tinIig.4 ! 5 LPRED BAGER <(SUBD( § SCOMP)>’ .
Ty y 11 PRED ‘BE<( SUBJ)( 1 ACOMP) >’
O S RSO 51 5. Sy - TENSE PRESENT
: Table 4 : o' -
ons d]ctx(;)irslglé‘y ) :-g-‘c‘i‘"y =T desi natol o ! Fig.4 F-structure of the English sentence (1)
'y signaor ! cage ACOMP)= f1 =f3 ! = = 3
pointer : P[“(l)%‘({r tag = =L Agosl\;[\zp) f3 i SUBJ PRED “Lomu’
= f=f i NUM SG
transfer rules g =1 5=ib i PERSON 3
i ~—~H e GASE-MARKER ‘he’
Rules Fé‘[(z)lldi_tignsj (phase2) r-o-t _Y____: ‘o o | CASE-NAME ~ SUBJ :
=== itioni Table 5 oMpP [suBd 2 .
Jiresults] Conditioning T ables J’ { ORJ -brep yakyow ]
11 i CAT SPORT
11 gl | CASE-MARKER ‘wo’
Rules Elschemala) 12 g2 | ” CASE-NAME OBl
]<Iqjl\:e—1:aia] I 14 g3 | . _PRED ‘suru<( SUBJ) 1 OB >" |
| S mnav. o
s ] gt | PRED g Lﬂgnru<(TSUBJ)(TXCOMP)>'
T Rt TENSE PRISSEN
(phase3) l l _ASPECT ra’ B
¢ t¢ Instantiation gl

’l‘—a;ge_t f- deqcrl})l;o—n;— 1
1(1)....(18) in the table6 |

O e d

b (phased) by
AN 5 A0 J -
"-gtructure olving larget 'I<‘~sL1 uctme !
of the target text

I*-deseriptions

f-descriptions : in Fig.5 _E

Fig.3 Mechanism of LIT (Lexical-functional 'J.‘nansfel)

During phases of 1, 2 and 3, metavariables are assigned to actual
variables as follows:
(phasel) The metavariables 1 or | in the designator:
The '} -variable in the designator in the dictionary' is unified with
the actual variable ‘ fn’ in the schema * (fn PRED)=value’ which is
looked up. If designator is ‘T = | ’, assign the same variable ‘ fn’ to
1 -variable in the designator’. If nol, assign the actual variable
unified with the source f-structure. 1If it is nol found, the conditions
arc not satisfied.
(phase2) The metavariables 4 or | inthe condition side:
Assign ‘actual variable which is assigned | -variable in the
designator during (phase 1)’ to ' 1 -variable in the conditions’. Find
the actual variables unified with the source f-structure. Assign it
unified with the source f-structure to the | -variable. If it is not found,
the conditions are not satisfied.
(phase3) The metavariables 1 or | in the result side:
Find the actual variables in the condition side by corresponding
velations (1 to T,! to | ) which the rule define. Look up the variabie
in the table of correspondence. Assign the variable to the
metavariable. If there is no variable, assign a new actual variable to
the metavariable.
5. Example

An English example sentence and its Japanese
equivalent sentence are as follows:

(1). T'om is eager to pluy baseball.
@). b Al Bk 2 L A Tn b,
tomu ha yakyuu wo si(surw) tagatieiru(tagaru).

The f-structure of the English sentence is shown in Figure
4, and the f-structure of the Japanese sentence is shown in
Figure 5.
(1) Collect all the f-descriptions ‘(f,, PREI))=value’s from a source -
structure (Figure 4).

IMig. 5 F-structure of the Japanese sentence (2)

(a)(fy PRED) = 'BE <...>"  (d){f4 PRED) = 'PLAY<...>

(b){fg PRED) = “Tom’ (e)(fs PRED) = ‘haseball’

(c)(f3 PRED) = ‘BAGER <...>’

‘be”: Look up ‘be’ ; (f; PRED )="BE<...>". The designator in the
dictionary (table 1)is' 1 = | *. 801 = | = *f;". Select the rule (2a, b,
¢,d)in table 1.

(2) Check the conditions Asgsign actual variable fy to the
metavariable 7. Unify the schemata of conditions with the [-
structure (Figure 4). Then actual variables ‘ fg ' and * f4 * are assigned
to the metavariables | and the following f-descriptions are obtained.

B [ SUBJ) =1{y] E [ (fi ACOMP SCOMP) = f4]
All the conditions of the ( rule 2) are satisfied. Write *fz’ and "f3 ' in
the table 8 in Figure 4.

(3) Instantiate the schemata in the result side. For rule (2.a), look up
in the table 5. There is no actual variable corresponding to * {1 * . So
assign a new actual variable * g1’ to the metavariable 7. Write actual
variable ‘ g1 ' corresponding to ' fy ' in the table 5.

B SUBJ) =fp] <===2>J[(g PRED) =gg ] (N
Likewise,we get the other f-descriptions (2) (3) from rule (%.a), the -
deseriptions (4), (5) from rule (2.b), the f-descriptions (6) from rule
(2.c) and the f-descriptions (7), (8) from rule (2.d).

“Tom’; the f-descriptions (9), (10), (11} are obtained.
‘eager’ : the same f-descriptions (1)...(8) are obtained.
‘play’ : the f-descriptions (12)..(18) are obtained.
‘baseball’ : the f-descriptions (19),(20) are obtained.
(4) Solve the f-descriptions (1)...(20) below. So the target f-structurce
(IMigure b) is obtained.
Table 6

() [ (gl SUBJ) = g2| (11)J | (g2 PERSON) = 3|
(2 [ (g1 SUBJ CASE-MARKER) = ‘ha’] (12)J [ (g3 SUBJ) = g2]

(3)J [ (g1 SUBJ CASE- NAME) =SUBJ] «(13)J| (g3 SUBJ (,ASL MARKER)="ha’]
(4)J [ (g1 PRED) = ‘tagaru =" (14)J [ (g3 SUBJ ('ASL NAME) = SUBJI
(&) [ (g1 XCOMP SUBJ) = (gl SUBJ)} (Io)J[(g3 0BJ) ~§r

(61 [ (gl XCOMP) = g3] (16)J [ (23 OBJ CASE-MARKER) = ‘wo')
(7)) [(g] TENSE) = PRESENT] (N [ (23 OBJ CASI' NAM[‘) = OBJ]
(8 [ (gl ASPLCT) = ‘iru’) (18)J [ (g3 PRED) = ‘surw <<,,.>"|

(9M [ (22 PRED) = ‘tomu’] (19) [ (g4 PRED) = yz\kyuu ]

(10)J [ (g2 NUM) = $G] (20)d [ (g4 CAT) = spori]
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