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Abstract

A major problem in machine translation is the se-
mantic description of lexical units which should be
based on a semantic system that is both ccherent
and operationalized to the greatest possible
degree. This is to guarantee consistency between
lexical units coded by lexicographers. This article
introduces a generating device for achieving well-
formed semant:ic feature expressions.

1. Intention and procedure

Empirical wotk with the verbs of the ESPRIT-corpus
as well as experience in theoretical semantics, and
last but not least, the consulting of the semantic
feature inventories of other wmachine translation
systems (METAL, JAPAN, SYSTRAN, SUSY) has resulted
in the necessity of an elaboration of the proposal
for semantic features made in EIS-3 (FUROTRA LIN-
GUISTIC SPECIFICATIONS). These feature inventories
as well as a large amount of already existing,
partly fairly traditional work on semantic feature
systems of linguistics and philosophy (CHAFE,
FRIEDRICH, PAIMER, VENDIER), of information
sciences (DAHLBERG), and work in the field of cog-
nitive linguistics and artificial intelligence
(G.A. MILIER, G.A, MIIIFR & P.N., JOHNSON-IATRD, G.
LAKOFF, R. LANGACKER, B. COHEN, W.R. GARNER,
ATTNEAVE, FREDERIKSEN, MINSKY, CHARNIAK, WINOGRAD,
ANDERSON & BOWER, WOODS) and last but not least
some recent issues on word semantics (T. BATIMER,
W.BRENNENSTUHL, J. BALLWEG, H. FROSCH) have been
taken into dcocnmt in order to meet the require~
ments of a manageable system of semantic features.
This system is intended both to be based on a
sensible theory of semantics and to satisfy the
special requirements of machine translation in
general and of our text type in particular. More-
over, it should be flexible enocugh to be enlarged
and supplemented or changed, whenever this proves
necessary on empirical evidence - this last re-
quirement being made possible by the accomplish-
ment of the fiirvst.

In trying to meet these requirements the semantic
feature inventories at hand have been enlarged,
changed, and adapted to our specific purposes and
have been merged into one system of semantic
features.

2. Comment on the theoretical assumptions made in
different machine translation systems with
respect to the semantic representation

With respect to the semantic representation which
in EUROTRA will be implemented on the interface
structure (IS) level of the scurce ard target lan-
guage it is our first and foremost aim to arrive at
a ccherent system of semantic features. In order
not to start from nothing the above mentioned fea-
ture inventories have bheen consulted. The feature
inventories developed for these machine translation
systems have different shortcomings which will be
briefly comented on in the following.

Since a sufficient definition of how to interpret
the features is given in ncne of the proposals of
the above mentioned mwachine translation systems, we
will not comment here on the features themselves
included in the proposals. A brief comment, how-
ever, 1s necessary on the general approach, which
seems to imply theoretical assumptions (not expli-
citly mentioned, since neither a theoretical nor a
practical usage-based ewxplanation is given) about
the organisation and processing of semantic units,
for which there is no empirical evidence: neither
natural language processing by human beings nor
efficiency in automatic processing of natural lan-
guage gives support to these implied assumptions.

It must be mentioned, however, that this can by no
means be considered to be an objective comment,
since for an outsider, it is impossible to under-
stand the systematic motivation of these feature
inventories for at least one of the following
reasons:

- The semantic features are not defined or at least
not sufficiently defined in order to make clear
their conceptual structure and thus to make clear
how they are meant to be used. This is especially
true for the EUROTRA proposal, in which semantic
features are not defined at all. This is, how-



ever, only a proposal, which has not been applied
yet, but is being tested at the moment. But also
the SYSTRAN semantic features, as well as those
of JAPAN, which have been worked out rather so-
phisticatedly, are not commented on. The semantic
features of METAL are defined, their definition,
however, remains rather vague. Even when taking
into consideration the examples which are added,
the reader does not arrive at a satisfactory un-

derstanding.

= The dependencies holding between features are not
explained. This is especially true for SYSIRAN,
which only gives a list of features referring to
arguments. A hierarchical system consisting of
two levels of semantic features is defined by
METAL, which is far from sufficient. UAPAN is
worked out in a wore sophisticated way with re-
gspect to this problem. Both in METAL and in JA-
PAN, however, relations between the dominatirg
features are not defined. The EUROIRA proposal
gives an emumeration on the secory and lowest le~
vel of the feature tree, which is just a conglo-
meration of semantic information, which should be
described at different levels, in order to
achieve the overall aim of linguistically
consistent semantic description.

3. A proposal for a FUROTRA semantic feature rule
system

3.1. Necessity of a semantic feature rule system

Iet us now put forward our conception of the two
systems of semantic features with respect to its
formalization. We have two grammars, one describing
"SITUATION" features, the other one describing
WENTITY" features. Neither of the two systems is
strictly hierarchically organized. The hierarchical
principle, however, which always defines a refine-
ment of the dominating feature, prevails. Particu-
larly the most general sewantic features, such as
the "ENTITY" features Y"CONCRETE/"ABSTRACT", "COUN-
TABIE"/"MASS", and "NATURAL"/"ARTIFICIAL!, and the
"SITUATION" features M“CONCRETE"/V"ABSTRACT", “STA-
TIVEM/"DYNAMIC", and "PUNCTUALY/ “DURATIVE"/"ITE-
RATIVE", respectively, form pairs or triplets of
gemantic features. One feature of each of these
alternations obligatorily occurs, and the descen-
dents, which specify them, form disjunct sets.?

3.2. The basic formalism

Iet us hnow comment informally on our present conh-
ception of how the semantic features which we con-
sider necessary so far are related to each other.

We use three operations holding between semantic
features in our grammar:

1) Hierarchy is the overall relation defining the
derivation of the features.

2) Alternation relates a set of features, only one
of which applies.

3) Disjunction relates semantic features cbligato-
rily occurring together. This type of relation-
ship is of course in the minority.

The basic idea is to describe these relations by a
context~free rule system, where the rules can for
exanple be of the following form:

(3.1) X = (A/B)*(C/D)

The hierarchy here is represented Ly the sign "=",
the alternation by the sign "/%, armd the disjunc-
tion by the sign "#", The interpretation of the
rule is the folleowing:

The feature on the left handside of the rule do-
minates the features appearing on the right hand-
side. A, B, C, and D establish a refinement of X.
More precisely, in this example X is specified by a
pair of features, the first component of which can
be either A or B and the second 1s either C or D.
The subordinate features on the right hardside of
the rule can get superordinate features themselves
on the next level lower down in the hierarchy. The
terminal features, that is those features which are
not defined for accepting ary subordinate features,
are represented by the rules

0
A0

Iet us exenplify this with the feature "COUNTABIE":

(3.2) X
X

fou

(3.3) COUNTABLE = CATEGORY 1 * CATHGORY 2 *

DEFINITION

CATEGORY 1 = INDIVIDUATTIVE/PARITTIVE/COMPLEX/
CQOLLECTIVE/PRIVATIVE

CATEGORY 2 = CAUSE/RESULT

DEFINITION = MEASURE/SOCTAL

By this we mean that the feature "COUNTABLE" is
represented by three features which always occur
together (marked by the operator "*"), Each of
these three features again dominates a collection
of features only one of which is smelected (marked
by the operator "/"). The hierarchical relation-—
ship itself is implied in the left~to-right-hand-
side associations (marked by the operator "=").
Here it is essential to note that every semantic
feature is only defined once by one rule. If more
than one description exists, all of them are com-
bined by "or". As the "and" relation by definition.
is prior to the "or" relation, brackets have to be .
placed around the alternative expression in the
opposite case, that is when the "or" relation is
prior to the "and" relation.

3.3. The introduction of attributes

So far we have introduced a formal instrument with
vhich we can describe the relations between fea-



tures which are formally possible. In order to de-
scribe the actual relationships between features,
this formal instrument still has to be restricted.
In order to keep the rule system compact, we intro~
duced attrilutes which are intended to describe im-—
portant co-occurrence restrictions existing between
features in disjunct branches. The existence of a
feature activates an attribute called the derived.
This attrikute effects the restriction of a rule
application in a disjunct part of the grammar.
There the attribute is called the inherited. In the
rule system attributes appear on the left handside
of the rule if they are derived, on the right hard-
side if they are inherited. We derive a feature's
attribute Like that:

(3.4) X[y =

An attribute always gets the name of the semantic
feature which causes the attribute, so the deriva-
tion can be marked by an empty pair of square
brackets.

The derived attribute appears in the right-handside
context as inherited attribute e.g. like that

(3.5) v=... alX] .

With the above mentioned example this would look as
the following:

(3.6) CAT 2 = CAUSE/RESULT

The inherited attribute can also be assigned to a
feature expression. In this case it would apply to
every feature within this expression. Moreover, in-
stead of a single attribute, an expression of at-
tributes can appear. In an attribute expression the
above mentioned operators "or" and "and" can appear
and in addition the negation operator "not" (repre-
sented by the sign \). With the introduction of at-
tributes the generation mentioned above has to be
modified: the rule (3.4) states that the feature X
is derived and has to be registered so that it can
be used in the relevant disjunct feature context
vhich may also be dominated by Y as described in
rule (3.5).

We have therefore to extend the above mentioned
example (3.8) by the following rule:

(3.7)  DIRECTION = SoURCE(CAUSE] /copy [RESULT]

With the definition of these rules it was proved
that on the one hand the formalism is powerful
enough to represent all the above mentioned pheno-
mena and on the other hand it is still simple
enough so that chamges necessary in later stages
may be accomplished without too wuch cost.

our rule system is based on the definition of the
semantic features. So far we have defined 87 fea-
tures for the description of "ENTITIES" and 87 fea-

tures for the description of "SITUATIONS".

3.4. The use of the formalism

our grammar is intended to be a generating system.
It will be used as input for an automatic proce-
dure. For every lexical unit this can be used to
generate the list of semantic features which se-
mantically describe the lexical unit sufficiently.
our notion of sufficiency arises from our goal of
automatic disambiguation. The automatic procedure
leads the lexicographer through the system in the
right way, so that the correct list of semantic
features is generated for each lexlcal entry. This
procedure makes use of the rule system in order to
produce mermus which show the alternatives valid in
each actual state. In general the list of semantic
features which describes a lexical unit contains
only the terminal features which are generated,
since the dominating non~terminals can be deduced.
This is, however, not valid for features and their
derivates, which appear on more than one right
hardside of a rule (named critical rule), i.e. the
resulting terminal features do not give an unambi-
guous specification of the lexical unit. In these
cases we add the non-terminal feature from the left
handside of the critical rule to the feature list,
which then gives us an adequate feature spectrum.
It is, however, possible to take into account re-
dundancies by taking other dominating features into
the list as well. This would possibly lead to a
more efficient translat:ion process.

This output of our generating system will be the
input to our dicticnary and in later stages of the
translation process, precisely on the interface-
structure level, is intented to be used for disam-
biguation and other strategic purposes in the pro-
cess of semantic analysis and synthesis.

It follows that all lists of features which can be
generated by the grammar make up the set of all
possible semantic descriptions which may describe
concepts referring to our object world.

Moreover, this rule system way be used in synthesis
in order to find out dependencies holding between
semantic features. We think that this will be ne-
cessary for semantic generalizations in the target
language. This damain, however, has not yet been
worked out.

A side effect of the automatic processing of the
rule system is the generation of a graphic repre-
sentation which has a treelike form.

The graphic representation of this rule system has
proved to be very useful. In this graphic represen-
tation the axiom is the root and every rule is ve-
presented by a subtree as shown in Figure 1.

If a node generates a derived attribute, an empty
pair of brackets appears as a subscript of the



feature denoting the node. If the node inherits
another attrilbute or an attribute expression, the
corresponding names or expressions are represented
as superscripts of the feature. Figure 2 represents
the attributes and their effect in an evident way.
It makes clear that the order of the disjunctive
nodes (branching underneath the "and" node) is most
essential for the application of the attributes.
This representation in the form of a tree has
proved to be a very transparent way of illustrating
the structure of the set of semantic features.

i~ INDIVIDUATIVE
-PARTTTIVE

dkikCAT 1~-COLLECTTIVE

* -PRIVATTVE

*

* -COMPLEX
COUNTABLE %

* Lo

*

* —CAUSE

Hkdek*CAT 2~-~RESULT
*

* 0
*
* MEASURE
¥4 DEFINITION:
SOCTAL

'I‘I}e.arcs represented by asterisks correspond to a
disjunctive expression, the arcs represented by a
solid line correspond to a conjunction.

Figure 1 The feature "COUNTABLE" as an exanple of
disjunctive branching

The dotted line which relates the features "CAT 2"
and "DIRECTION" represents that both features are
dominated by the same node higher up in the
hierarchy. The dashed line shows the derivation and
inheritance of attrilutes.

Figure 2 Illustration of the derivation and

inheritance of the features "CAUSE" and
“RESULT"
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4. The linguistic motivation for the specific make-
up of our rule system of semantic features

Now that we have gilven a description of the for-
malism that we have made use of in order to de-
scribe the existing relationships between seman-
tic features, let us explain at this point, why se-
mantic features are organized like that, since it
is less the formalism, but rather empirical evi~
dence and linguistic knowledge by means of which we
arrive at exactly this organization.

Although it is essential to know that there are po
inherent but only context-dependent features~,
apart from the features "NATURALY and "ARTIFICIALY,
the basis of our system of semantic features is an
as cbjective as possible a definition of each fea~-
ture itself. This definition is based on the crite-
ria of prototypicality by means of which we ab-
stract from our experience. Moreover, the criteria
of prototypicality resulted in disjunct and alter-
native feature sets, which are described by our
generative rule system. This means that the whole
system is based on how we categorize concepts. The
general process of refinement into different sub-
features on which ocur systems are based depends on
the principle of focusing different areas of the
superconcept and thus imaging different subconcepts.

As one general characteristic of the system we sta-
ted above that the alternative branchings are in
the majority, since in most cases the system de-
fines a refinement of superordinate features into
subordinate features. As the other general charac-
teristic we stated the disjunctive branching of the
root node. We can explain this "and" relationship
between the dominating features of the system by
how we conceive of our enviromment. According to
gestalt psychology this proceeds at least according
to the following two principles holding for the
perception of VENTITIES" and "SITUATIONS" respec-
tively. These two principles correspond to the
"and" relationships dominated by the root.

On the one harnd the definition of concepts deperds
on whether our conceptualization of “ENTITIES" or
"STTUATIONS" is based more or less directly or in-
directly on our sensory perception. The former case
in which concepts are abstracted directly on the
basis of sensory perception holds for “CONCRETES",
the latter case ff indirect conceptualization holds
for "ABSTRACTS".

In the case of "CONCRETES" no higher order infor-
mation processing takes place, because there are no
parts for which an elaborate substructure has to be
reconstructed. Moreover the perceptual properties
remain fairly constant between exemplars, so that
they are easy to reidentify. Just the opposite
holds for "ABSTRACI™ concepts.

On the other hand we either define conceptg by
their. cutlines or by their immer configuration.



In the former case, in which ocur definition depends
on the more or less sharp outlines of the "“ENTI-
TIES" or "SITUATIONS", we conceptualize “COUN-
TABLESY in the case of "ENTITIES". In the case of
"SITUATIONS" we conceptualize "PERFECTIVEW
WACTIONSY ox "EVENTSY", that means, either "SITUA-
TIONS" for which a terminal phase is expected,
which holds for “ACCOMPLISHMENTSY, or “SITUATIONSY
vhich are just in the terminal , which holds
for “ACHIEVEMENTS" and "EVENIS".® In this case the
bourdary of the concept can be defined in terms of
a terminal point or phase of the situation.

In the latter case in which the cutlines are indis-
tinct, we define “ENTTITIES" by means of their inner
configyrat,ion as different subcategories of
"MASSH, / Correspordingly we define "SITUATIONSY ag
different subcategories of "IMPERFECTIVESY, if the
situation is focused without reference to its ter-
minal point or phase, that means as either "ACTI-
VITY" or "PROCESS" respectively or as "STATIVE".

The third %“and" relationship of our rule systems
cannot be explained by the same cognitive principle
both for MENTITIES" and "SITUATTIONS", though it is
obligatory for both. Only the cbligatoriness of the
situational "ard" relationship can be made evident
by cognitive principles. This third "and" relation-
ship of “SITUATIONS" is the perception of their
procedural characteristics, which 1s precisely the
"ARTTONSARI"™. Depending on whether it is "PUNCTUALM
or "DURATIVE" or "ITERATIVE", the "Aktionsart" com-
bines in a definite way with aspect, which can ei-
ther be "PERFECTIVE" or "IMPERFECTIVE", Now, both
WPERFECTIVES" and “IMPERFECITVES" can take the sub-
category Y“CAUSATIVE" whereas the other subcatego-
ries of both aspects branch into disjunct feature
sets, the refinement being defined by the "is" re-
lationship and by the inheritance of attributes.
Here the manifold branching of the "PERFECTIVE" as—
pect into "MUTATIVE", "INCHOATIVERE","REVERSATIVE",
YRESULTATIVE" and also “CAUSATIVE" and the inheri-
tance of the semantic features “ACHIEVEMENT", "“AC-
COMPLISHMENT", and "EVENT" are remarkable, whereas
the "IMPERFECTIVE" aspect, apart from the possibi-
lity of taking the subcategory "CAUSATIVE" only
inherits the features "PROCESS", "ACTIVITY" and
WSTATIVE", 'This is the reason for sympathizing with
GALTON (1964.140f.), who pleads for considering the
"DERFECTIVE" as the ummarked aspect since it “re-
presents ocur normal scheme of arranging our per-
ceptions®. In using the "IMPERFECTIVE" we create an
artificial stability hy stopping the procedure of
situations and thus making them timeless, whereas
the procedural arrangement within time is usually
considered as the urmarked case of "STTUATIONSY.

With "ENTITIES" the third "and" relationship which
branches from the root of our grammar is the al-
ternation between "NATURAIS" and "ARTIFICIALS".

We have thus shown how on the basis of empirical
work two systems have grown independently of one

another, one for "ENTITY" features and one for
WSITUATION" featuves, which both have the same num-

ber of disjunctive arcs descending from the root
node. And what is even more interesting and corro-
borates our systems is the fact that two of the
three disjunctive arcs of both systems can be ex-
plained by the same cognitive principles, which
also are cbligatory in the process of conceptuali-
zation,

Notes

1. I want to express special thanks to angelika
MUELLER-V.~=EROCHOWSKY for programming the grammar
and for valuable suggestions.

2. This conclusion is not our private impression.
A lock into the literature on semantic feature net-
works shows that they are generally organized like
this: the dominating nodes of the network are re-
lated by disjunction, whereas the features lower
down in the network are rather related by alterna—
tion; that is, they are more strictly hierarchi~
cally organized (cf. e.q. WOODS 1975)

3. Especially in order to cope with the manifold
semantic problems when coding lexical units one
cannot ignore this fact. BARSATOU (1982) has tested
and verified the existence of two types of
concepts: context-independent and context—dependent
concepts associated with verbal expressions. The
results of his investigation make him conclude,
that context~dependent properties have a major role
in the definition and establishment of meaning, as
they are also responsible for changes in the
accessibility of context-independent properties
(cf. ebd. p.92).

4. This definition of "CONCRETE" matches the
GIBSONIAN theory of "direct" perception.

5. This principle again holds for "ENTITIES" and
"SITUATIONS" respectively. Among "ENTITIES", there
are e.g. tables, books, knives, wars for which we
can image rather definite and clear outlines, by
means of which they are limited against their
environment, either as “OONCRETES" by a definitely
shaped limitation of material or as "ABSTRACTS" by
the limitation of a definite phase structure of a
"PROCESS" or "ACTION". In Fnglish the possibility
of pluralization indicates that thus conceptualized
entities are "COOUNTABLES". Among situations there
are "DYNAMIC! “STTUATIONS" like She wrote a letter
yesterday or The avalanche rolled down the
mountain, which are also imaged as having a
definitely limited phase structure, that means as a
"PROCESS" or “ACTION" occurring in a definite order
and ending in a definite, i.e. expected way. This
should explain how we image "COUNTABLEM "ENTITIES"
and "DYNAMIC" situations by the same cognitive
principle.

The opposite of such a definite and sharp
limitation towards the environment is the
imagination of an amorphous mass, which is less
precisely defined for its inner configuration and
thus not at all for any definitely shaped
limitation. 'This is the case with "MASS" entities
like the "“CONCRETE" substances water and gold or
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abstract V"SITUATIVES" like information, inflatien.
This is also the case with "ACTIVITIES" and
"PROCESSES" like Yesterday she painted or The mast
was shaking in the wind and even more so with
"STATIVES" like During the week she gets up at
6. Refer to LANGACKER 1984. For the
differentiation of M“ACTION" "SITUATIONS" into
WACTIVITY", "ACCOMPLISHMENT", and "ACHIEVEMENT"
refer to VENDLER who has introduced this
classification. For the distinction between
"PROCESS" and “EVENTY cf. e.g. BRANSFORD &
McCARRELL, for their criteria. See also LYONS
1977.483 arxd MILLER & JOHNSON-LATRD 1976.85ff.

7. Refer to IANGACKER 1984
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