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ABSTRACT

In this paper
structure determination
parallélism, or the
Intersentential relations

the problem
and

is discussed
content
repetition
are determined

about the text
analysis by lexical
of lexical items.
through the

identical, partly identical or lexico-semantic repetition in

Japanese scientifiec texts. Lexical parallelism ratio and
lexiecal parallelism indicator distance are obtained on
computer and by hand. And the application of  the

characteristics to automatic content analysis is dicsussed.

1. INTRODUCTION

Lexical parallelism, that is, the
repetition of lexical items, 1is an
important device for indicating the
sentence connections in a
text(discouse). The recurrent lexical
items, or lexical equivalents need not
have the same syntactic function or
parts of speech in the two sentences
in which they occur, They may be
identical in form and in meaning, or
they may be related by lexico-semantic
relationship, such as synonymy,
hyponymy, antonymy. In a special case

they may be partly identical both in
form and in meaning, as in iBE
(ultrasonic wave), ## (sound wave)

and # (sound).

Another device for indicating the
sentence connections is a syntactic
device, such as substitutes, logical
connecters, time and place relaters
and structural parallelism [1]. For
example, in Japanese substitutes-—-

ch/ Co (this), CC (here),
bhbh (we/our), o (it), time
relaters—— J®K (next), BE® (above

mentioned), and logical connectersS———
_B&U (and), _Fr@ (or),  MIK

(secondly) belong to this device.
Sevbo studied 1lexical parallelism

in normalized text, where substitutes

were replaced by  their 1lexiecal
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equivalents and complex sentences were

decomposed into successive simple
sentences(clauses).

She traced the repetition patterns
of lexical items in Subject/Predicate
oppossition. She assumes here that
the syntactic subject or its
dependent, direct or indirect,
corresponds to "Sub ject (old
information) of elementary thought"
and the syntactic predicate or its
dependent to "Predicate(new
information) of elementary
thought"[2].

In Japanese, sentence components
occur in any poesitions before

predicate and old information or teopic
is placed, as a rule, at/near the
beginning of a sentencel3]. In the
following discussion we analyze the
repetition of 1lexical items in an
unnormalized text without regard to
their syntactic functions, parts of
speech and topic/comment distinctions,
assuming that the lexical equivalents
at/near the beginning of the sentences
function as the keywords in indicating
the sentence connections and the
contents of a text.

Nouns do not inflect and most verbs
and adjectives have the unchanging
stems and inflectional suffixes in
Japanese. The important concepts and
technical terms (noun, verb or
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adjective stems) are written in Kanji
(Chinese ideographs) or
Katakana(square Japanese syllabary).
Katakana is used to transcribe foreign
technical terms. Hiragana(Japanese
cursive syllabary), on the other hand,
is used to write post-positional
particles and suffixes, denoting case,
topic, mood, tense aspect ete. In
view of these facts we define lexical
items as a word or phrase in Kanji and
Katakana.

We have studied lexical
parallelisms in a short taleld4], in
technical and scientific texts[5,61,
based wupon Sevbo's approach. The
purpose of the present paper is to
obtain the characteristics of lexical
parallelism in Japanese technical and
scientific texts and to explore the
possibilities of utilizing these
characteristics for automatic content
analysis.

Five text samples are used for
experiment and discussion. They are
the essays on " Ultrasonic
amplification"(Text A), "Brain and
automaton"(Text B), "Petrochemical
industry"(Text C), "Chemical industry
in  Japan"(Text D) and - "Between
organism and inanimate matter"(Text
E).

2. LEXTCAL PARALLELISM RATIO

The sentence connection of type ¢t
in position w is determined between
the given j-th sentence 3j and the
i-th sentence Si( i < j ), if and only
if Si is the  nearest preceding
sentence which contains the lexical
item, lexically equivalent to the w-th
lexical item from the beginning of the
given sentence Sj through the type ¢t
repetition( t = 1,2,3; w = 1,2,3,4,5).

The repetitions of type 1.2,3
correspond to the identical, partly
identical, lexico-semantic
repetitions, respectively.

The lexical equivalents in Sj and
Si are called lexical parallelism
indicators, and Sj 1is called a
dependent on Si.

Lexical parallelism ratio of type t
in position w is defined as follows;

t
A =(n/N-1)*100
W
where n is the number of the
determined connections in a text; N-1

is tte determinable maximum number of
the sentence connections in a text, N
being the total number of the
sentences in the text; t is type of
lexical repetition and w is the
position, i.e. the sequence number
from the beginning of the sentence.

The experiments were carried out to
obtain the characteristies of the
lexical parallelism in sample texts on
computer and by hand.

In computer experiment lexical
items, i.e. the sequence in Kanji or
Katakana, were identified and
segmented by machine character codes
without syntactic and morphological
analysis, Then the sentence
connections of  type 1(identical
repetition) are determined in each
position and lexical parallelism
ratios are obtained(Table 1), On the
same samples the optimal sentence
connections are determined manually
and the 1lexical parallelism ratios
were calculated(Table 2). Except for
Text E, the totals of the ratios
amount to 72-83%(cf. Table 2) and in
computer experiment the ratios of type
1 in the initial position amount to
57-68%(cf. Table 1). And moreover,
the initial lexical items(w=z1) show
the maxima in most samples in Table 1
and by far the highest value in all
samples in Table 2, and they decrease
with increasing w in Table 2. It is
clear from the results that lexical
parallelism plays an important role in
the intersentential dependency and
lexical items at the beginning of the
sentences are the most relevant
lexical parallelism indicators.

3. LEXICAL  PARALLELISM  INDICATOR
DISTANCE
As an example, intersentential

dependency determined manually in Text
A, which is the essay on "Ultrasonic
amplification" with 123 sentences in
four paragraphs, is shown in Table 3
and Figure 1. The lexical parallelism
indicator distances are shown as well.

Lexical parallelism indicator
distance is defined as follows:
t
D=j-~-1
w,]

where D is lexical parallelism
indicator distance; t is type of
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lexical repetition; w 1is position of

the lexical indicator; i and j are
sequence numbers of the governor
sentence and dependent sentence
respectively.

The distance is
represent the semantic extent of the
lexical parallelism indicators, or
better the concepts referred by them.

In Figure 1 a diagonal unit
distance line indicates the
hypothetical situation, where every
sentence depends on the immediately
preceding sentence. Data show a
tendency to distribute near this 1line
in all samples.

Lexical parallelism indicators show
the progress of the author's thought
in the text in Table 3. Sevbo pointed
out the significance of the indicators
with 1large D in indicating the
contents of paragraphs and texts. The
lexical items with 1large D are
supposed to be the important topics,
to which the author of the text
returnes after commenting on another
topics. 1In the example the items with
large D(D>10) were shown in Figure 2.

These indicators are distributed
among paragraphs. For example, the
indicator iB&# (ultrasonic wave)
extends over 15 sentences(from 9th to
24th) within paragraph 2, which ranges

suppo sed to

from 2nd to 40th sentence, and the
indicator #iITHE (traveling-wave
tube) extends over 22

sentences(100th-122nd) within
paragraph 4(85th-123rd) as well. The

indicator WiTHMNE (traveling-wave
amplification) covers paragraph 3
completely, ranging from the 41th

sentence, or the first sentence of the
paragraph, through the 67th sentence
to 85th sentence, or the first
sentence of the next paragraph. In
short, these 1indicators divide the
text into the three paragraphs.

In addition, they reflect
appropriately the contents of
paragraphs in the sample text, as
suggested by the fact that they are
partly identical with the following
paragraph names:
“Introduction"(paragraph 1), "What is
the ultrasonic wave?"(paragraph 2),

"Microwave and traveling-wave
tube"(paragraph 3) and "Ultrasonic
wave and traveling-wave

amplification"(paragraph 4).
These data suggest that the

indicator with large
as keywords to the

D may be useful
contents of a

text.
4. CONCLUSION
Lexical parallelism plays an
important role in the intersentential

dependency, or text structure and
lexical items at the beginning of the
sentences are the most relevant
lexical parallelism indicators.

The initial 1lexical parallelism
indicators with long lexical
parallelism indicator distances

reflect the contents of paragraphs and
may be useful keywords in information
retrieval,

The partly identical repetition and
lexico-semantic repetition through the
lexical items at/near the beginning of

the sentence,firstly, intersentential
dependency by syntactic device,
secondly, the recognition of

topic/comment opposition in the
sentence, thirdly, and 1lastly, the
application to automatic keyword or
key-sentence extraction in content
analysis depend on the future
researches.
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Table 1 Lexical parallelism ratios Table 2 Lexical parallelism ratios
of type 1 in computer experiment (%) determined by hand (%)
W 1 2 3 4 5 N-1 w 1 2 3 4 5
A 60.4161.9[/57.1|54.2(56.4 A 122 60.7 | 6.6} 3.2 0.8 |0.8
(75) [ (75) ] (64) | (58) [(57) (74) | (8) | (&) { (1) (1)
B 68.2[64.4{56.3(58.4(57.4 B 103 68.9 9.7 1.9]0.9 |0.9
(71) { (67) ] (58) | (59) | (58) (71) (r0) | (2) | (1) (1)
¢ 59.4145.5|43.2137.5]32.2 ¢ 69 50.7 | 8.7 |13.0 | 2.9 o]
(41) [ (31) | (29) | (24) | (19) (35) [ (6) | (9) | (2) {(0)
o 57.2]61.2[54.9]52.5]|56.7 D 123 54.9 13.91 2.4 (1.6 0
(71) [ (76) | (67) | (60) | (58) (67) {{17) (3) (2} (0)
b 41.1{53.3}49.4{42.1|50.0 E 59 29.2 |5.612.211.1 0
(37)(48){ (43) | (35) | (40) (26) | (5) } (2 | (1) | (O)
Note: T - sample texts, w - sequence Note: N-1 --- the determinable
numbers of indicators, values in() maximum number of intersentential
are numbers of determined sentence relations.
connections.
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Figure 1 Lexico-semantic intersentential dependency graph
in sample text A
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Table 3 Lexico-semantic intersetential dependency in sample text A

indlcator 3 I Dwv 1 Indicator 1 H Dv t
#O (sound ) 1 - e - TRAH~12 (energy) 63 60 3 1 1
B2 (sound ) 2 1 111 LEARD (phase velooity) 64 63 11 2
HEERR (vitrasonic wave) 3 - - - - i 65 61 4 11
B (hear) 4 3 111 212 (anp!ltude ) 66 65 1 2 1
BEHOD (uitrasonic vave) 5 4 111 HITEMED (traveling —wave asplification) 67 41 26 1 1
—12 (one ) 6 5 11 2 ZOTEE (s fact ) 68 -~ - - -
FZAD (the second) 7 6 11 2 BB (redio wave) 69 68 1 1 1
COWS (this case) 8 - - - - #E (wve) 70 69 11 2
ST (here) 9 - - - - /EERR (electric signal ) 71 - ===
RBUBKONLEDL (as mentloned before) 10 - - - - BRO (electric tield) 72 - - - -
W (sound ) 11 10 1 11 T (electron) 73 72 1 51
& (now ) 12 - e - - BFO (slectron) 74 73 111
HES (vhisie) 13 12 111 TN (this) 75 - - - -
WELD (vavelength) 14 13 1 11 SO (ovtside ) 76 13 3 23
B2 (wave) 15 13 2 11 HO (vave) 77 62 14 3 1
COT&R (thls fact ) 16 - - - - ve 78 17 T 11
BMEY (wave motion ) 17 16 1 11 (S }) 79 717 21 1%
bhbhy (w) 18 - - - - Chig (this) 80 - - - =
banhg (or ) 19 - - - - (2) 81 718 3 11
RS (waveiength) 20 19 1 1 1 i (this) 82 - - -
Lhnhd (e ) 27 9 0z 5 1 TA Az —TREL (nicrovave cocaunication ) 83 - - -
BT (eyes) 22 27 111 WO (phystes ) 84 - - - -
#T (spund ) 23 21 211 RITEMEE (travellng —vave zapl!flcation) 85 67 18 1 1
BER (ultrasonlo vave ) 24 9 15 1 1 =20 (tw ) 86 85 1 11
BRE (you ) 25 - - - - IxAF-BELT (energy source ) 87 81 6 1 2
aoEuR (bt ) 26 25 1.1 1 REK L (elootric systen ) 88 87 111
:aﬁug(m) 27 26 111 ERRR L (plezoelectric phenomenon) 89 88 111
IYEUD (bat } 28 27 11 1 FHRBE (plezoelectric phenomenon) 90 89 111
Y—~i2 (ladar ) 28 28 111 BRE (you ) 91 - - - -
B Ctogether with ) 30 29 1 21 €5 279 7R (dick-w) 92 91 11 2
Y—S—13 (ladar ) 31 29 2 1 1 MR (plezoelectric crystal ) 83 90 3 11
B (sound vave) 32 20 32 2 T (this) 94 83 1 11
BEAKQ (uitrasonic wave ) 33 32 111 EMRE (reverse effect) 95 - - - -
WAL {for example ) 34 -~ - - - Ly—sEi (recelver) 96 985 1 1 2
AL (halfway ) 35 - - - - EMIBATIE (plezselectrlc crystal ) 97 93 4 3 1
REEME (11sh detector ) 36 35 11 3 ERERHE (In plezoelectric crystal) 98 87 1 1 2
B30 (wedicine) 37 - - - - RAE (electric tield) 99 98 111
BHER {dlagnosis ) 38 37 131 EWBAT (piezoelectric erystal ) 100 98 2 1 1
$BEF (Introduction) 39 - - = = O EAED (Rochelie sait) 101 80 11 1 1
B (discussion) 40 - - - - CDEIBEEL (such tine ) 102 - - = -
RITAMIBE (LravelIng ~vave ampiIfication) 41 40 1 1 1 BER¥ W (plezoelectric sexiconductor ) 103 - - -~
W—R0 (figure 1) 42 - - - - ERFWL (plezoelectric sealconductor ) 104 103 1 1 1
EFE (perdulom) 43 42 1 4 1 Casiz 105 104 1 2 1
22D (soring} 44 42 2 1 1 zTha (1) 106 - - - .
12 45 44 1 1 1 COSIBRIC (Cs erystal) 107 106 1 1 2
1o 46 44 2 2 1 WRANL (amolfler ) 108 107 1 1 1
2 47 45 211 WBC (flgure 3) 109 - - - -
La 48 47 1 2 1 HRE (soulpeent ) 110 - - - -
TOXIRTEE (such thing) 49 - -~ ®E Ulght ) 111 107 4 1 1
(Tlgure} 50 47 3 1 1 IGRMES (sccelerated voltage ) 112 110 1 1 2
COT &4z (Whis fact ) 51 - -~ - - #nE (attennation guantity) 113 112 7 11
(§:5-) 52 47 5 1 1 BRI (crystal ) 114 107 7 1 2
12 53 52 1 11 BED (voltaoe ) 115 114 1 11
125 54 52 211 HOIE (autput) 116 115 1 1 1
WBLE (repetition) 55 49 6 1 2 HRE (orystal ) 117 114 3 1 1
IRNE-D) (energy) 56 54 2 1 1 WL (attenuation ) 118 113 5 1 1
B0 (anlrude ) 57 53 4 3 1 MIERES (acoelerated voltage ) 119 117 2 1 1
B (figure) 58 50 8 1 1 CLED (above sentloned ) 120 - - - -
2 58 54 5 1 1 MBI (amolilier ) 121 120 1 1 1
TRNE~D) (energy) 60 57 3 1 1 RITA® (traveling —wave tube ) 122 100 21 2 1
&% (Tigure) 61 58 3 1 1 B (dirth ) 123 122 11 2
COT&HS (this fact ) 82 - e - -
Note: 1) Enolish eaulvaients are shom In{ ) ; 2) underlined Hiragana sequences are

postoositional particies , denotlng toplc, case . ocontrast, etc: 3) hyphen
means that J —th sentence was not connected with any preceeding sentence by lexical
equivatence,

Sysbols: |, J  —~ sequence mumbers of the dependent sentence and povernor sentence
respectively ; D —— lexical paratlelisa indlcator distancs: ¥ ——
seauence musber of the lexical Indicator from the beglnning sentence: t ~—- type
of lexical repetition. 1, 2. 3 ~ identical , partlal , lexico~ sesantic
respectively .
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(9) @A (ultrasonic vave )
5 [
(24} BR#
(41) #7808 (traveling —wave ampllification )
— (62) # (wave)
14 (B87) iftfraee
(77) #
(85) EITAME
———(90) 0y 2R (Rochelle sait)

11 {100) HITHE (traveling -wave tube )

(101) oytul
21
(122) itias

Fig. 2 Dlstribution of long distance indicator (D>10)

Note : numbers in ( ) correspond o the sequence nusbers
of the sentences, the numbers on the lines to the d)stances.



