NETWORKB OF BINARY RELATIONS IN NATURAL LANGUAGES.
. EIECTRICAL ANALOGUES

Adrian Birbinescu

4. INTRODUC TION.

It is an essential characteristic of natural languages
that one word can be concatenated with certain others to form
a string that enters in correct phrases of the language, while
it cannot be concatemated with others. The same holds true for
strings of words. Such concatenable elements are also "mutually
compatible elements” in the sense used by KVAL in a paper des-
ocribing an algorithe for forming maximum classes of such elements:
Mathematically, a set of ordered pairs of such "mutually compa-
tible elements" forms a relation. Every string of words belonging
to a lansuase can be regarded as being obtained by successive
concatenation of ordered pairs of mutually compatible elements,
i.e. as formed by successive concatenation of elements of binary
relatvions belonging to the language. Some of these string are
the phrases of the language. It is thus possible to define a granm
mar of relations and generate by it all phrases of the language.
If we try to describe by a graph this generation, the graph will
be a network describing the whole system of language under consi-
deration.

The céuivaleneo between a grammax of relations and an
Io-srm and the equivalence between a grammar of relakions
and a categorial grammar are almnst self-evident.

By using the notations for union, intersection and Carte-
sian proil.uct it is possible to write one single formula, however
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cumbersome, containing all phrases belonging to the language wun~
der consideration. This formwla can also be interpreted as des =«
cribing an electrical network which will be the electrical ana-
logue of the language.

Let I’i and L2 be two languages. let R(Ll), Yesp N(Lz)
be the electrical networks assigned to L,, resp Loe It is possi~-
ble to devise a system of elecirical connsctions between N(I-l)
and N(L,) such as to obtaln electrically the translation of a
phrase belonging to Lye Let's call this method "analogue trans-
lation"”. Because of the great number of elements involved, the
construction of a complete system for analogue translation may be
impractical. However, the c¢onstruction of partial networks for
similating translation of a limited nunber of phrases may prove
itself useful for demonstrational purposes.

2. DEFINITIONE 1. Let V be a voogbul s that is a
set the elements of which are words. Associated with the voca-
bulary is a operation called concatenation which cansists of
writing one or more words a;, @ges.8y one after another, The
resulting aeduenoo 8; 8yec0 8y 1z a string. By extension we
shall call string also a seguence containing one sin,glo word.
The empty word A is characterized by a;A= Aa; = a;
for every aié V. Some strings will be oauod'aontoncgs.

The set of all sentences generated on V is by defini-
tion the language I, By grammar G we shall understand a sev
of rules by which it is possible to generate the language L.
Let the aet of rules consist of the following i

~ lists classifying all words and Btriﬁss into sets

called categorieg i
-~ rules of the form

R =0 R xPBy W
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where 9.,:/?.3 andrﬁ,‘y(:hl...n). are categories, and ths ordered
pair (ag4,by), for agy€ 71 byyc B i 1s associated to the
string 8y by - Ve admit that any 0?3' or@,‘ may contain one
single word, or even only the empty word A $

- & 1ist of the categories which are sentences.

3. EXAMPIE 1. Let the grammar G, be defined by :
- the vocabulary
V= { poor, dear, John, Richard, sleeps, reads, A s
- the categories
C= {POW-'D M}
D= {John, Richards}
= {sleeps, reeds}
- the rules
A= (L VLAY D
S = AxB
- the list of sentences containing onlyg .
In this simple case, the rules are of form (1), with i=1,
Now, starting from 'Da s by successive substitutions we obtain

(&) s S=AxB=[(EV)xD]xPB = 2

= [{ poor, dear, l} b { qoh.n, Richard}] X { sleeps,regda}

The set Y is thus composed of 12 ordered pairs and triplets,
Writing down the strings associated to these pairs and triplets
we enumerate the sentences of the language L(Gg) genserated by
Gr s -

" poor Jobn sleeps

poor John reads

poor Richard sleeps

poor Richard reads €))

dear John sleeps
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dear John reads

dear Richard sleeps

dear Richard reads

John sleeps
John reads
Richard sleeps
Richard reads

4. REMARKS 1. 4 set like cf= (60U A)xD  1is by defini-
tion a binary relation on V.Similarly, if V2 is the set of all
strings obtained by the concatemation of two words ("strings of
length 2"), then J 1is a binary relation o VZU V. These rela-
tions bave direct linguistic interpretations, for U? may be re-
guarasd as the relation between adjective and noun , while
is the relation between noun group and verb. Of course, these
simple interpretations are valid within the limited grammar
exposed above.

For convoninnci of description, in whgt follows we shall
call a grammar of the type defined in 2, e.g. Ug in example 1,
s.w_of_rﬁ_lﬁ.ﬁ_oee;

Sets like 2 and ¥ in exanmple 1 are sets of ordered
pairs of strings whose concatenation leads to other atrings that
can belong to sentences of the language under consideration. Con=
catenable elements are also gompatible elements, by compatibili-
ty understanding a symmetric nontransitive relation. Regarded as
such, these elements can be classified into claases, one of which
is maximal, by means of an algorithm developed by EARIGREN [1] .

We are interested to classify concatenable elements by
imposing the restriction, that follows.

5. DEFINITION 2, Two categories cf,, cfs are called
different if there is at least one third catagor,y@ such that:
a) either
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.,lb is a string contained in at least one sentence of
the language, i.e,. alb belongs to a category of the language, for
every aléﬂ, ,be B s while ab 1s contained in no sen-
tence of the language, which ever would be

ay é‘./Qz » b £ B $

b) or

e is a string contained in at least one sentence
of the language, for every a,c.A,, b< P , while ajb is
contained in no sentence of the languwage, which ever would be
a, €A, ,veB

6; BXAMPLE 2, Iet's oconsider the following relations
‘ﬂf‘ S By
where A< { this, that}
:,Bf. {sirl » boy, wan, woman, aunt, ;..}
Rz’. sz X Bz
where ‘.)Qza {theu, thoso]
‘,st {si.rls, boys, men, women, a.\mta.;..‘}
According to definition 2,  end R are of atfferent ca-
tegories since there exist in Bnglish categories
G,a {ues. wants, comes, reads, sleeps, ..‘}
52;. {m, want, come, read, sleep, ...}
such that
34"61 ) ﬂ?x gz are categories,(also relations) of
the English language, while
R,x&, , Ryx &,
are not. It is interesting to mote that K,x &, U R, x &,
may be a relation belonging to the English grammar.

7. THEOREM. For every grammar of relations we can find
an oquivabixt IC-grammar (immediate-constituents grammar) and

conversely.
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The proof follows immediately from the obsexrvation that
any rule of the form (1), i.e.

£ ='Q u‘z;xﬁi

can be substituted by the following set of ICwgrammar rules

R — Dl
R —> D,
o-o-oé.;

®osscves
[ EERIT YY)

R —> D

R —>» Dn
Dy —> 4,8
Dy —>-4,8,
eoosedone
oo0ss0000
XXX T YY)

Dy =448y
[XXXXT YY)

®csescece
e¢0oes0e

_ Dy —>458,
and converselye. -
At the same time, to every category ¢j= { cl.ca,....cm}
in a gramwar of relations, corresponds a terminal rule

C—C,, Cpy ... Cpy

of the equivalent IC-grammar and conversely.

8. REMARK 2. From the eq’uivalenco between a grammar Bf
relations and an IC~grammar it followes also the equivalence
between a grammar of relations and a categorial grammar. The .
necessary proofs can be found in BAR-HILLEL, GAIFMAN and SHAMIR

[2] , and related comments  in KARLGREN [3] .
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9, EXAMPLES 3. a) The language described in example 1
can be generated also by the following IC-grammar
- terminal vocabulary ' .
VT = {poor. dear, John, Richard, sleeps, reads,l}
- auxilary vocabulary
Vg= {8, 4,8, ¢, 0}
- rules )
5 —> AB
—>CD
—>D
——poor, dear,
—>John, Richard

-2 - I~ T O S

—-—»ileops. reads

b). In the equivalent categorial grammar,

- poor, dear are of category n/n

-~ John, Richard are of category n

* - sleeps, reads are of category mS

- 8 1s the sentence category.

lo. GRAPHICAL REFRESENTATION. We shall associate to each
grammar of relations a graph, observing the following conventionsi

- each path must be followed from the extreme left to the
extrems right, aslong the arrows ;

- a sentence is a sequence of words found along a pathe.

Thus, the graph corresponding to grammar GRin example 1

poorxr

NN

dear John ——> gleeps

)
3 & Richard ~—3 reads
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An example given by the author for thef rench language in[4) ia

le —————= petit ————>ocheval

grand ><

< __ _>ohien

mon ' court s b1
en

voit *

ici

\

la ————» petite———=poule mange

souris /

une grande

cette
belle

ma

Such graphs are called networks. An earlier example is to be
found im MARCUS [5] , Taking into consideratiom what has already
been written at 4 (ie, in remark /') , the above graphs can be re-

Qarded as _networks of bimary relstions. They describe not omly sen-

tence structures, but also the whole system of the language,
Now we shall simplify the graph (4) without altering it

topologically
poor ——>
> Joha sleeps
dear —» (8)
A _—’J~—> Richard reads

In the same mammer, the graph (5) becomes



le —T
ua —>t+—>petit —j——’-chovn}

ce —»—grand —»l »ochien

moR —>
>court —P-T—-Pbion @)
l~voit —
[—ici
la _T L RANRZS —3

une —>—>petite —ﬁ-——-—poulo }

cettesri—>grande -»——=souris

ma ——>Dbelle —»

11, ELECTRICAL ANAIOGUES, If & graph 1like (6) or (7) is
ccnsidered to be am electrical diagram where each word is substitutel
by a comtact, amd each arrow by arx electrical comductor (wire), the
result is an eloctr;cal snalogue of the grammar. Im this amalogue if
one closes all comtasots correspoadimg to a seatemce, a contimuous
electrical path is established and the curreas flows from ome extre~
mity to the other. The detectioma of this eurreas is a proof of
"grammaticality" for the word sequence under consideration,

Electrical analogues can be designed also algebraically. For
this it is necessary to proceed 3as Fo//ow.s:

- starting from the list of sentences f . fz , ...,Sf write

Y

L=U q);
J=1 N

- replace each b,o bj its cofresponding rule of form (1),that
is
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n
L= lj ( Ud%;xﬁl')
=1 i=1

- replace each Q@,-and each B,- by the corresponding rules of
type (1),and so on until the right member of the formula contains
only the words of the vocabulary., Such a formla is (2) in example 1
We have now at our disposal s formula enumerating the ordered n-
tuples associated to all sentences of the language L. This formula
is to be interpreted in ferms of switching algebra as follows s

- an n- tuple (al,aa,...ar) corresponds to a 8eries connec-
tion of the elements 8)38535e008, §

1
- the union U .D, corresponds to a paralel connection of the
i=1
elements ;D,'; )
- the Cartesian product CA/' XB; corresponds to the parallel

connections of all series connections aibi, where 31€°4/' » biévg/' .

In [4] is presented an electrical analogue of the grammar
described by graph (7).

12, GRAPHS OF TRANSIA TIONE_}.', This chapter and the following
are intended as suggested applicatiéns of the above discussion, to
the understanding of the process of traenslation. No attempt is maée
to start from more rigorous definitions, 35 may be found for exae-—
ple in [6] or [?] . Here the process of translation of a simple
sentence from language I'l s, into language 1.2, is regarded as consi§
ting of the following opermtions =

a) seek the given sentence in the diotionary Iy-~L, 3

b) if the whole sentence is found in the dictionary, write
down the translation found there ande:d the process

¢) if the sentence is not found in the dictionary, divide it
into two subatfings admitted by the grammar (in fact, immediate

constituents) 3

d) seek each of the substrings in the dictionary j
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e) if one substring is found in the dictionary, write down
its translation as given in tne aictio.ary ;

f) if one substfing is not found in the dictionary, divide it
again into two further substrings and then proceed again as indicated
under d)

) the process stops when a string is obtained which contains
only words belonging to the vocabulary of the language L.

A difficulty rises currently during the process of transla-
tion, and this is due to the fact that many words, or strings com-
posed of more than one wc_u.-d , admit two or more translations.Such
is the case with homonyms. Speclial subroutines have been developed
to solve the problem of homonyms in digital translation of language.
Such subroutines are based on successive steps of conditioned decisio
To gquote only a few very simple examples, MARCUS , in [8),gives sket-
ches of algorithms for translating into Roumanian "example" and

"this "and f&r solving the homonymy of the French "bas" or the En-
glish "this". The problem is related to that of sequentiasl under-
standing of a sentence, as described by 2ZIERER [9] .

Let us put the problem somewhat differently, To choose the
write word (or subatting) between more than one possible variants,
we need some supplementary condition, or conditions. A first and
most important condition is that the right word (substtmg) must
match grammatically the other words (substtings) in the string. That
is to say that the right word (string) must form with another word
{substtixg) in the string an ordered pair belonging to a certain rela.
tion accepted by the grammar of the language 1'..2. In the graphical
representation suggested above, the right word (substrng) must
find itself on a continuocus path with the other words (substrings)
contained in the translation of the sentence under consideration,

For example, let L; be the English language and L, the
French. Let the sentence in L, be "we see the boy*. It must be



- 12 -

divided into (we see) (the boy). Putting side by side the corres-
ponding parts of the English and French graphs, and marking by do%
ted lines the mapping defined in the dictionary, we can draw for
the first substring the graph

us
\
\
\ ————— Bee
-
y e 89X ~ =~voire
- oY “vois
IR
\\ | i ) 'voyez
J }
<y voient

noug ———————» Voyons

We choose as translation only that substing that closes our diaggam.
Similarly, for the second substring

the ——— > boy
%] 1

/1t |
///; ¥
;! l8 ————3 gargon
/
/
/lf
, la
/
V4
les

The final translation is given by

(we |see Y —— (the‘ boy)

(nous voyons) ————— (le gargon)

There are cases when the condition of grammaticality is not
sufficient. Then a human translator uses supplementary information,
like general knowledge of the subject treated in the text, style used
etc, Graphically, such information may be taken into account, for
example, by assigning different colours to different types of subject
Then the diagia'm must close through paths of different colour.



- 13 -

13, ELECTRICAL TRANSIATION. Let us assume now that we have
at our disposal an electrical analogue N(Ll) of the language 11,
and an electrical analogue N(Lz) of the language L,. We can
further immagine such an electrical connexion between the two ana~
logues that when a contact "a;” closes in N(Ll)’ all contacts cor-
respongding to the different possible translations of “ai“ indica-
ted by the dictionary L)-L, are closed in N(La). Then, when a con-
tinuous path of contacts is closed in N(Ll), its translation can
be only a continuous path resulted in N(LQ). For the selection
of the type of subject or of the style used, we can devise a swrtch
that makes only the corresponding connections between N(Ll) and
N(IE), or in N(Ll) and N(LQ) themselves. Such a switch may have,
for exemple, positions marked : literature, mechanics, electricity,
electronics, chemistry, medicine etc.

Some texts may contain sufficient information to enable the
above switch to find automatically its right position., This idea

deserves an entirely separate discussion.

14, CONCLUDING REMARKS. What was suggested under 13 and 14
are in fact examples of cabled logic. The implementation of these
ideas for an entire language may encounter tremenduous technical
difficulties. Designing graphs and electrical analogues for limited
parts of language may prove however useful for demonstrational pur-
poses, Thus it would be poasible to achieve other models of language
understanding and translation than those provided by digital pro-
grams and computers. The author feels that this is indeed interes-
ting, for as explained by ZIERER [9] s the process of understanding
must not be actually as divided into elementary steps as in an algo-
rithm 3 "Dazu kommt noch dass beim Verstehen der gesprochenen Spra-
che durch den Menschen auch der soziale Kontext und das Erlebnis-

vermdgen des Menschen zum Abbau der angebotenen Information beifragt.
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¢

Hierin ist der Computer dem Menschen unterlegen™.

Another author, SAUVAN [lo] , disoussing other subjects, be-
lieves that a sequential computer cannot treat adequately a combinatc
rial problem for it has no possibilities of global perception: "L'au-
teur est persuadé qﬁe les recherches doivent s'orienter vers laé

logiques cé@blées semblables aux structures cérébrales".
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