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ABSTRACT. It is shown that the assumption that
lanpuage is non-finite irvolves the use of a
constructive logic whiceh leacds to some restrictions
on language theory and to the fact that the only
rossible definition of language 1s that proposec
by generative gramrars. Generative grammars can
be formulated as normal /Markov/ algorithms and
thus their study can be reduced to the study of
suck algorithms of a special tyre. 4 new type
of renerative grammar is defineé, called matrix
graommar. It is shown that 2 language generated
hy a context-restricted grammar can be also
generated by a matrix grammar. Some properties
of matrix grammars are shown to be <decicable.
The problem of the exrlicative power of generative
gramrars is ciscussed.

1. Tanguage metatheory, as indeed any metatheory,
must exactly specify the orerations allowed 1in
building up the treory /of langnage/. This may be
fone by choosing the loric of the threory.If lanpuage
is considerecd a non-finite set,a constructive logic
/Kolmogorov/ must be choosen. This entails some
restrictions on the notions and methods to he used
ir language theory. Ulamely, we can not speak »of
actually infinite sets, ané we can not use the
quantifiers "thew exists" and "all".  Thus we
can not ineclude in language theory the notion
of 'language’ itself in the usual way, as the set
of all /grammatically or semantically/ correct
sentences. Similarly, we can not make use of

"distritutional analysis" /at least without any

restrictinns/ , as it generally has the form:



Abraham 3

/the sentence/ has the prorerty Ry & if

81
there exists /a sentence/ S, with the property
R, /not necessarily Rq #£ Ry /.

It follows that the single way of défining
language is that proposed by generative gramrars.
These grammars are in fact devices that produce
/generate/ the sentences of a language /ané only
trose/, one after the other. 30, at every moment
we have generated a finite set of sentences,
and at the éame, if the grammdr is properly
constructed, at evry moment we can generate a
sentence not yet generated before. 50, in faect
the language /the set of all the sentences of
the language/ 1is a vpotentially infinite set
and the arovementioned cdifficulties do not arise.
The restrictions to be respected within generative
grammars as to the /logically correct/ notions
and operations are precisely formulated /it may"
be interesting to note that Chomsky does not

respect all of them/.

2. Most of the properties /and possibly even tle
"most imrortant ones/ of generative grammars are

otteiner by construecting automata, equivalent to
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different generative grammérs, ané in this way
using the 7results of automata theory.' It 1is
shown that a more natural /ané easy/ way to
study generative grammars is to formulate them
as normal /Markov/ algorithms [7],[1]. 3o, if
given a Phrase Structure Grammar G it can te
given a finite set of normal algorithms G = E(XJ

so that by applying the algoritkms to the initial

strings we obtain the language generated by g.

The algorithms U, have the properties:

(1) each rule /of the algorithm/ rewrites at once
only one symbol;

(i1) by aprlying a rule to a string the length
of the string is not ciminished.

For constructing G we must be atle to compose the
normal algorithms so that these prorerties should
be rreserved. The composition rule given by Markov
does not fulfil this condition. So the following
composition rule is proved‘and used:

I o,

R l}v are two normal algorithms with
: P
the properties (i) and (ii) then for every oe 2

/the set of initial strings/ we have
L(o) =(ot)ie)= £ ((0)
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where [ 1is a normal algorithm with the scheme
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where §,vze\/P ) gq? are symbols put in

one-to-one corresponcence to the svmbols from V;
/and different from them and between them/; fi is
the 1list of the rules of the algorithm Z with
every § changed to E . Zvidently L has the

prorerties (i) and (ii) .

It is shown that to a set of algoritkms G = {ﬁla}
a single algorithm Tl corresponds if 2 /the set
of the initial strings/ 1s rrorerly enlarged, ‘so
that 1(¢) =¥NL(Z) . Thus the study of FSG is
reducible +to the séudy of normal algorithﬁs of
the tyre of Ol /the rewriting rules of which are,
in fact, context-restricted rules/. The sufficient
an? necessary conditions are estahlishecd for
generating a non-finite language /by different

gencrative grammars/.
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It 1is shown +that each singular transformation
/Chomsky/ can be formulated as an algorithm

of type €L .

The most studied génerative érammars are the
context-free grammars /CFG/ and the context-restricted
grammars /CRG/. Some prorerties of these grammars
are consicdered to be uncecidable. 1In this respect
they are also cdifferent. The differences are formu-

lated in Table 1 [6]:

Property

- - R — s . j C 4

1. is the language

i .
i generated Ty a : I U

- grammar empty ?

U OV . e - N

2. is the language

¥

| generated by a D ' U

"grammar infinite °?

!
|
{
|
|
|
|
Y

;3..for any strings |
‘P P can some
{

istring including P D | T

| be derived from ¢

5
in a grammar % ; f
B ] | .
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where D indicates that the properfy in question

1s decidable, U +that it is undecicdable.

The CF grammars have not the necessary generative
" rower to model natural languages. The CR grammars
may have this power /altough this problem has not
been cleared up/ but the undecibality of the pro-

rerties 1 - 3 /especially, 3/ makes highly doubt-

ful their fitness for modeling natural languages.

A new type of generative grammars 1s proposed

under the name of matrix grammars /MG/ [2].

A matrix grammar is a quintuple

G =(V, V,,5, F, P*)

where

G

(v, v,, 2, T)
is a contexzt-free frammar and F* is a finite set
of matrices /called matrix rules/ defined as follows:

(1) £* 1is a matrix rule if it has the form

feF (42i<n) and not necessarily fiaﬁ{_ :
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(2) £* 4is a matrix rule if it has the form

* ' -
where { are matrix rules or helong to F.

To apply a matrix rule £ to a string x means to
arrly to x all tre context-free rules which form
it, in the given nrder /to arply a CF rule to a
string means to 7replace the first occurence of
its left-side with its right-side/. If at least
one of these context-free rules can not be applied

to x , we say that f* can not. te aprlied to x.

It is shown that for any context-restricted
gramﬁar & it is possible to construct a /stronsly/

equivaicnt matrix grammar.

For instance, the /not context-free/ language
I = {a"b" o")

is generated ty the matrix grammar
G= (v, %,2,F)

with

V= (5,X,Y,2,8,b,0] 5 V.= (20,0} 5 D =(s)
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F:[S<—»abc]
[5 — axbYez]
(X —ak
Y — bY
| Z —c2Z

(i —a]

T —b

_Z-—»c

It is shown that the properties 1,2,3 are cdecicable
for mstrix grammars. So the statement that they
are undecicdatle for tte CR grammars 1is erroneous
/the erroneousness of tle rroof of the undecicatbtility
of property 3 given in [5] can be easily shown/.

50 the fitness of these grammars for modeling natu-

ral languages 1= most likely.

is we have mentioneéd, for each singular transfor-
" mation a normal algoritkm can be constructed which
~contains anly context-restricted ruies. Terarting
from this, it can be skown that for a transfor-
matinneal grammar /eontaining only singular trans-
formations, see [4] / a weakly equivalent matrix

grammar can he constructec.
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Tre matrix grammars can be formulated as a normal

algorithm, too.

Since any normal /Markov/ algorithm can ‘e
reversed, it is poséihle to devise a method for
the construction of a recognition grammar
corresponcing to any given generative grammar.
48 the matrix grammar oorrespondiﬁg to a transfor-
mationai - grammar 1is, ‘in general,' only weakly
equivalent to the 1latter, and 1in automatic
/natural/ language prrocessing /and especially in
machine +translation/ the adequate analysis is
a crucial requirement, the to strong requirement
of Chomsky to cerive the structure of a generatec
gsentence from tve wny it 1s generated, 1is drorrecd,
an¢ thre matrix ocrammar 1is completed with a
definitional apparatus /TA/ that makes it pobsible
to assign to a generatecd sentence the same struc-
ture /analysis/ as is assignecd by a transformatio-
nal grammar /details see in [3] /. DBy counstructing
the recognition grammar corresponding +to a given
renerative grammar, the DA of the generative

rrammay is taken over.
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3. 3ome examrles are shown how the above considera-

tions can te appliec to automatic procesring of na-

tural langcuages.
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