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Abstract

Writing Mentor™ is a freely available Google Docs add-on designed to provide feedback to
struggling writers and help them improve their writing in a self-paced and self-regulated fash-
ion. Writing Mentor uses natural language processing (NLP) methods and resources to generate
feedback in terms of features that research into post-secondary struggling writers has classified
as developmental (Burstein et al., 2016b). These features span many writing sub-constructs (use
of sources, claims, and evidence; topic development; coherence; and knowledge of English con-
ventions). Preliminary analysis indicates that users have a largely positive impression of Writing
Mentor in terms of usability and potential impact on their writing.

1 Motivation

Low literacy is a social challenge that affects all citizens. For example, the Organization for Economic Co-
operation and Development (OECD) reports that, on average, about 20% of students in OECD countries
do not attain the baseline level of proficiency in reading (OECD, 2016). In the United States (US), we find
literacy challenges at K-12 and post-secondary levels. The average National Assessment for Educational
Progress (NAEP) reading assessment scores are only marginally proficient for 12" graders in the U.S.
(Musu-Gillette et al., 2017). Another important facet of the U.S. literacy challenge is the large number
of English language learners (ELLs) enrolled in US K-12 schools (4.8 million in 2014-15). In post-
secondary contexts, approximately 20.4 million students in Fall 2017 were expected to be enrolled in 2-
and 4-year institutions. Millions of these students lack the prerequisite skills to succeed (Chen, 2016),
including lack of preparation in reading and writing (Complete College America, 2012).

We describe Writing Mentor, an NLP-based solution to the literacy challenge that is designed to help
struggling writers in 2- and 4-year colleges improve their writing at a self-regulated pace. Writing Mentor
is a Google Docs add-on' that provides automated instructional feedback focused on four key writing
skills: credibility of claims, topic development, coherence, and editing. Writing mentor builds on a large
body of research in the area of automated writing evaluation (AWE) which has so far primarily been
used for scoring standardized assessments (Page, 1966; Burstein et al., 1998; Attali and Burstein, 2006;
Zechner et al., 2009; Bernstein et al., 2010). Burstein et al. (2017) examined relationships between NLP-
derived linguistic features extracted from college writing samples and broader success indicators (such
as, SAT and ACT composite and subject scores). Their findings suggested that AWE can also be useful
for generating automated feedback that can help students with their writing.

Writing Mentor has been developed to provide one-stop-shopping for writers looking for help with
academic writing. Apps such as Grammarly and LanguageTool, cater to individual users but typically
focus on English conventions. Applications such as ETS’ Criterion (Burstein et al., 2004) and Turnitin’s
Revision Assistant provide feedback beyond English conventions, but require institutional subscriptions.

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/
1Freely available for use with Google Docs at https://mentormywriting.org.
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Earth Science, or geoscience, comprises a wide range of sub-topics that aim to analyze all the factors, notions and theories on our planet. For the time
being, as the only known planet that has life on it, the Earth is one of the subjects widely explored and analyzed from various perspectives. One of the
most interesting facts about the Earth Science is its dependence and wide use of knowledge from chronology, physics, biology and other related
disciplines that help to understand and explain all the attributes of nature and life on the planet.

Earth science uses various methods to analyze and explore hypotheses, but the major one is experiment, as the common tool used within all scientific
studies. The major facts and factors that lie in the sphere of Earth science analysis are the atmosphere, nature and magnetic field. Another interesting
aspect that Earth science is looking at is the geophysical construction of the planet, such as tectonic plates and related activities, volcanoes and other
associated geological phenomena.

Earth history is much deeper, than one could imagine, and in order to analyze and really understand how the Earth evolved during millions of years,
when humans were not existent on the planet, it is important to apply scientific knowledge and methods that would allow to see the past through the
means and tools, not available for unarmed human eye. We should be extremely grateful to the Earth Science for the knowledge and experience we

Is my writing...?

Convincing

Well-developed

possess and acquired through the discovery and use of the historical facts and understanding of the path that our planet has undergone to be in the Coherent
state it is now (Moller and Tasset 1967:123).
One of the aspects that the Earth science does not give enough attention yet is an insight in the future development. By sharing this knowledge and
concems, related to the evolution of the main Earth features and qualities, geosciences can attract more attention to the destructive activities of human Well-edited
beings.
I
'
N
327/ 0 (i} Apply Changes Unfamiliar Words
Figure 1: The Writing Mentor interface for categorized, actionable writing feedback.
Convincing
Claims Arguing expressions from a lexicon (Burstein et al., 1998) that contains discourse cue terms
and relations (e.g., contrast, parallel, summary) and arguing expressions classified by stance
(for/against) & type (hedges vs. boosters).
Sources Rule-based system that detects in-text formal citations consistent with MLA, APA and Chicago

styles.

Well-developed

Topic Development

Detection of topics and their related word sets (Beigman Klebanov and Flor, 2013; Burstein et
al., 2016a)

Coherent

Flow of Ideas

Leverages terms in a document generated for the main topic (as identified by Topic Development
above) and their related word sets.

Transition Terms

Identified using the same lexicon as in Claims above.

Long Sentences

Sentences with 1 independent clause & 1+ dependent clauses, identified using a syntactic chun-
ker (Abney, 1996; Burstein and Chodorow, 1999)

Mechanic Errors

Headers Rule-based system using regular expressions to identify title & section headers.
Use of Anaphora Pronouns identified using a part-of-speech tagger (Ratnaparkhi, 1996).
Well-Edited
Grammar, Usage, & | 9 automatically-detected grammar error feature types, 12 automatically-detected mechanics

error feature types, and 10 automatically-detected word usage error feature types (Attali and
Burstein, 2006).

Claim Verbs Verbs denoting claims from the lexicon used in Claims above.

Word Choice Rule-based system that detects words and expressions related to a set of 13 ‘unnecessary’ words
and terms, e.g. very, literally, a total of.

Contractions Identified using a part-of-speech tagger (Ratnaparkhi, 1996).

Table 1: Inventory of features provided by the NLP backend, grouped by Writing Mentor feedback types.

2 Description

Writing Mentor (WM) can be installed for free from the Google Docs add-on store. The application itself
is based on a client-server model with a scalable, micro-service driven backend (Madnani et al., 2018)
serving a front-end written in Google Apps Script — a JavaScript-based scripting language used for
developing Google Docs extensions and add-ons. Writing Mentor was released on the Google Docs add-
on store in November, 2017. Figure 1 shows the main WM interface that users interact with while writing
in Google Docs. The panel on the right shows the feedback that WM provides to users — it is categorized
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Figure 2: Graphs showing preliminary Writing Mentor evaluations. (a) shows the distribution of ratings
provided by users who chose to respond to a survey containing 10 statements (negative ones (-ve) in
red, positive ones (+ve) in blue) pertaining to the usability of Writing Mentor (N=301). (b) shows the
percentage of users with different levels of reported self-efficacy that preferred to spend the most time
(across all documents and sessions) using each Writing Mentor feedback feature (N=1,638).
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based on the writing being Convincing (e.g., use of claims and citation of sources), Well-developed (e.g.,
adequate topic development), Coherent (e.g., a good flow of ideas), and Well-edited (e.g., no grammatical
or spelling errors). Users can receive feedback on these four aspects of their writing by clicking on the
appropriate category and choosing a feedback type. For example, one could click on the Convincing
category, and then click on “Claims” to see claims identified and highlighted in their text.

Table 1 shows an inventory of the NLP features computed by the backend and the corresponding Writ-
ing Mentor feedback type they are used for (in bold). We refer the readers to a detailed video illustrating
all feedback types at https://vimeo.com/238406360.

3 Evaluation

We report evaluation results based on demographic and usability surveys that users voluntarily filled out
and on additional information potentially correlated with the popularity of the various feedback types
captured in WM’s usage logs.?

As of May 2018, Writing Mentor has 1,960 unique users. Of these, 84% reported English being their
first language. In terms of self-efficacy, 8% of all users described themselves as “very confident” writers,
40% as “pretty confident”, and 52% as “not very confident”. We also asked the users to rate 10 state-
ments pertaining to WM’s usability, taken from the Standard Usability Survey (Brooke, 1996). For each
statement, users provided a rating on a scale of 1-5, with half point ratings also allowed. Figure 2(a)
shows a distribution of the ratings users provided for each statement provided. The first five statements
(in blue) represent positive impressions, e.g., ”’I felt confident navigating Writing Mentor” and the last
five statements (in red) represent negative impressions, e.g., "I found Writing Mentor too complex”.?
The figure clearly shows that the majority of the users have largely positive impressions when it comes
to the usability of Writing Mentor.

We also computed — from the WM usage logs — which of the specific WM features users spent most
time in (across all of their documents and sessions) and how that varies based on the level of reported
self-efficacy. Figure 2(b) shows that the three most popular features across all groups appear to be the
grammar errors feature, followed by the claims feature, and then the topic development feature which

2No personally identifying information is collected by Writing Mentor. Users, documents, and sessions are assigned ran-

domly generated IDs for logging purposes.
3The full text of the statements and their order the usability survey is available at http://bit.ly/sus-usability.
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are all known to be extremely important for post-secondary writing. It also shows that, overall, users
appear to be trying all WM features. From the usage logs, we also computed that approximately 25% of
users return to Writing Mentor and use it again with multiple documents. Repeat use likely indicates that
a user is actually benefiting from using Writing Mentor.

4 Conclusion

We described Writing Mentor — a freely available Google Docs add-on that can help struggling post-
secondary writers improve their academic writing by providing automatically generated, categorized,
and actionable feedback on various aspects of their writing using NLP resources and techniques. We
conducted some preliminary evaluations and observed that users have a largely positive impression of
Writing Mentor’s usability, they are spending time using Writing Mentor features that are known to be
important for post-secondary academic writing, and that many of them are returning to use Writing Mentor
for multiple documents.
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