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Abstract

During the last decade the amount of scientific information available on-line increased at an un-
precedented rate. As a consequence, nowadays researchers are overwhelmed by an enormous
and continuously growing number of articles to consider when they perform research activities
like the exploration of advances in specific topics, peer reviewing, writing and evaluation of
proposals. Natural Language Processing Technology represents a key enabling factor in provid-
ing scientists with intelligent patterns to access to scientific information. Extracting information
from scientific papers, for example, can contribute to the development of rich scientific knowl-
edge bases which can be leveraged to support intelligent knowledge access and question answer-
ing. Summarization techniques can reduce the size of long papers to their essential content or
automatically generate state-of-the-art-reviews. Paraphrase or textual entailment techniques can
contribute to the identification of relations across different scientific textual sources. This tutorial
provides an overview of the most relevant tasks related to the processing of scientific documents,
including but not limited to the in-depth analysis of the structure of the scientific articles, their
semantic interpretation, content extraction and summarization.

1 Introduction

During the last decade the amount of scientific information available on-line increased at an unprece-
dented rate. Recent estimates reported that a new paper is published every 20 seconds (Munroe, 2013).
PubMed includes more than 26M papers with a growth rate of about 1,370 new articles per day. Elsevier
Scopus and Thomson Reuthers ISI Web of Knowledge respectively index more than 57 and 90 million
papers. The Cornell University Library arXiv initiative provides access to over 1M e-prints from various
scientific domains. At the same time, more and more papers can be freely read on-line since they are
published as Open Access content (Björk et al., 2014): the full text of 27% of PubMed publications
and more than 17% of the articles indexed by Scopus and ISI Web of Knowledge is available on-line
for free and this percentages are considerably growing. The Directory of Open Access Journals, one
of the most authoritative indexes of high quality, Open Access, peer-reviewed publications, lists more
than 9,200 journals and 2.3M papers. Sometimes between 2017 and 2021, more than half of the global
papers are expected to be published as Open Access content (Lewis, 2012). Moreover, several top con-
ferences are making their articles freely available through dedicated archives even before the conference
takes place. Social networks are by no means outside of this picture (Bar-Ilan et al., 2012; Thelwall
et al., 2013): research networks like ResearchGate, Academia.edu or Mendeley are rapidly expanding,
facilitating scientific information sharing (Haustein et al., 2014).

In this scenario of scientific information overload, researchers, as well as any other interested ac-
tor, are overwhelmed by an enormous and continuously growing number of articles to consider.
Understanding recent advances in specific research fields, new methods and techniques, peer reviewing,
writing and evaluation of research proposals and, in general, any activity that requires a careful and com-
prehensive assessment of scientific literature has turned into an extremely complex and time-consuming
task for scientists world-wide.
This work is licenced under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
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In this context, the Natural Language Processing community plays a central role in investigating
and improving new approaches to the analysis of scientific information, thus uncovering incredible
opportunities for contributions and experimentations. The extraction and integration of information
from scientific papers (Lipinski et al., 2013; Guo et al., 2011; Ronzano and Saggion, 2016b) constitute
a key factor for the development of rich scientific knowledge bases which can be leveraged to support
structured and semantically-enabled searches, intelligent question answering and personalized content
recommendation (He et al., 2010; Huang et al., 2012). Summarization techniques can help to identify
the essential contents of publications thus generating automatic state of the art reviews while paraphrase
or textual entailment can contribute to identify relations across different scientific textual sources (Teufel
and Moens, 2002; Abu-Jbara and Radev, 2011; Ronzano and Saggion, 2016a; Saggion and Lapalme,
2002; Saggion, 2008).

The objective of this tutorial is to provide a comprehensive overview of the most relevant problems
we have to face when we mine scientific literature by means of Natural Language Processing Tech-
nologies, thus identifying challenges, solutions, and opportunities for our community. In particular, we
consider approaches and tools useful to analyze and characterize a wide range of structural and semantic
peculiarities of scientific articles, including document formats (Constantin et al., 2013; Lopez, 2009),
layout-dependent information (Ramakrishnan et al., 2012; Luong et al., 2012; Councill et al., 2008),
discursive structure (Liakata et al., 2010; Teufel et al., 2009; Fisas et al., 2015) and networks of cita-
tions (Teufel et al., 2006; Athar, 2011; Abu-Jbara et al., 2013). We discuss relevant scenarios where
the availability of structured, semantically-annotated publications improves the way we benefit from sci-
entific literature, including article summarization, scientific content search, selection and aggregation,
and publication impact assessment. Related tools, applications, datasets and publication venues are also
reviewed.

2 Outline

The half-day tutorial will review the following nine of top-level topics. For each topic, some of the core
themes to discuss is specified.

1. Scientific Information Overload: Challenges and Opportunities

• Overwhelmed by scientific publications (research articles, patents, tutorials, presentations,
etc.)
• Challenges & opportunities of scientific information overload

2. Analyzing the Structure of Scientific Publications

• Available formats & contents
• Retrieving textual contents from PDF publications
• Document structure analysis
• Patent analysis

3. Mining the Semantics of Scientific Publications

• Text organization
• Rhetorical structure analysis
• Citation networks
• Interpretation of citation purpose and polarity

4. Extracting Information from Scientific Literature

• Scientific entities and their identification (names, formulas, numbers, drugs, genes, etc.)
• Relation extraction problems (interactions, causal relations)

5. Summarizing Scientific Information
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• Classic summarization approaches to scientific document
• Classification-based approaches
• Citation-based approaches
• Summarizing patents

6. Language Resources for Scientific Text Analysis and Representation

• Available scientific corpora for experimentation
• Lexical Resources in specialized domains
• Ontologies for scientific information modelling

7. Social Media and Science: new Opportunities

• Socially connected scientific entities
• Social Media metrics to assess research impact

8. Applications, Challenges and Projects

• Scientific literature on-line portals
• Discussion venues and challenges
• Relevant projects

9. Mining scientific articles with the Dr. Inventor Framework

• The Dr. Inventor project
• Overview and demo of the Dr. Inventor Scientific Text Mining Framework

3 Tutorial Web Site

More details on this tutorial can be accessed on-line at: http://taln.upf.edu/pages/coling2016tutorial/.

4 Organizers

Horacio Saggion holds a PhD in Computer Science from Universite de Montreal, Canada. He obtained
his BSc in Computer Science from Universidad de Buenos Aires in Argentina, and his MSc in Computer
Science from UNICAMP in Brazil. Horacio is an Associate Professor at the Department of Information
and Communication Technologies, Universitat Pompeu Fabra (UPF), Barcelona. He is a member of the
Natural Language Processing group where he works on automatic text summarization, text simplifica-
tion, information extraction, sentiment analysis and related topics. His research is empirical combining
symbolic, pattern-based approaches and statistical and machine learning techniques. Before joining Uni-
versitat Pompeu Fabra, he worked at the University of Sheffield for a number of UK and European
research projects (SOCIS, MUMIS, MUSING, GATE, CUBREPORTER) developing competitive hu-
man language technology. He was also an invited researcher at John Hopkins University for a project
on multilingual text summarization. He is currently principal investigator for UPF in several EU and
national projects.

Horacio has published over 100 works in leading scientific journals, conferences, and books in the
field of human language technology. He organized four international workshops in the areas of text
summarization and information extraction and was co-chair of STIL 2009. He is co-editor of a book
on multilingual, multisource information extraction and summarization published by Springer in 2013.
Horacio is member of the ACL, IEEE, ACM, and SADIO. He is a regular programme committee member
for international conferences such as ACL, EACL, COLING, EMNLP, IJCNLP, IJCAI and is an active
reviewer for international journals in computer science, information processing, and human language
technology. Horacio has given courses, tutorials, and invited talks at a number of international events
including LREC, ESSLLI, IJCNLP, NLDB, and RuSSIR.
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