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Abstract
Methods for text simplification using the framework of statistical machine translation have been
extensively studied in recent years. However, building the monolingual parallel corpus necessary
for training the model requires costly human annotation. Monolingual parallel corpora for text
simplification have therefore been built only for a limited number of languages, such as English
and Portuguese. To obviate the need for human annotation, we propose an unsupervised method
that automatically builds the monolingual parallel corpus for text simplification using sentence
similarity based on word embeddings. For any sentence pair comprising a complex sentence
and its simple counterpart, we employ a many-to-one method of aligning each word in the com-
plex sentence with the most similar word in the simple sentence and compute sentence similarity
by averaging these word similarities. The experimental results demonstrate the excellent perfor-
mance of the proposed method in a monolingual parallel corpus construction task for English text
simplification. The results also demonstrated the superior accuracy in text simplification that use
the framework of statistical machine translation trained using the corpus built by the proposed
method to that using the existing corpora.

1 Introduction

Text simplification is the process of rewriting a complex text into a simpler form while preserving its
meaning. The purpose of text simplification is to assist the comprehension of readers, especially lan-
guage learners and children. Recent studies have treated text simplification as a monolingual machine
translation problem in which a simple synonymous sentence is generated using the framework of sta-
tistical machine translation (Specia, 2010; Zhu et al., 2010; Coster and Kauchak, 2011a; Coster and
Kauchak, 2011b; Wubben et al., 2012; Štajner et al., 2015a; Štajner et al., 2015b; Goto et al., 2015).
However, unlike statistical machine translation, which uses bilingual parallel corpora, text simplification
requires a monolingual parallel corpus for training. While bilingual parallel data are available in large
quantities, monolingual parallel data are hard to obtain because simplification of a complex text is not a
by-product of other tasks. Monolingual parallel corpora for text simplification are available in only seven
languages—English (Zhu et al., 2010; Coster and Kauchak, 2011b; Hwang et al., 2015; Xu et al., 2015),
Portuguese (Caseli et al., 2009), Spanish (Bott and Saggion, 2011), Danish (Klerke and Søgaard, 2012),
German (Klaper et al., 2013), Italian (Brunato et al., 2015), and Japanese (Goto et al., 2015). In addi-
tion, only the English corpora are open to the public. We therefore propose an unsupervised method 1

that automatically builds monolingual parallel corpora for text simplification without using any external
resources for computing sentence similarity.

In this study, a monolingual parallel corpus for text simplification is built from a comparable corpus
comprising complex and simple texts. This was done in two steps. First, we compute the similarity for all
combinations of complex and simple sentences using the alignment between word embeddings. Second,
we extract sentence pairs whose similarity exceeded a certain threshold. Figure 1 gives an overview of
the method. Monolingual parallel corpus can be used for text simplification in the framework of SMT.

This work is licensed under a Creative Commons Attribution 4.0 International Licence. Licence details: http://
creativecommons.org/licenses/by/4.0/

1https://github.com/tmu-nlp/sscorpus
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Figure 1: Process flow of building a monolingual parallel corpus and simplifying a sentence using the
SMT framework.

We evaluated our proposed method using a benchmarking dataset 2 to construct a corpus for English
text simplification. The benchmark dataset contains pairings of complex and simple sentences with
a binary label of parallel (the sentence pair is synonymous) or nonparallel (the sentence pair is not
synonymous). Intrinsic evaluation using this dataset showed that the proposed method had an improved
F1 score. In addition, we built a statistical machine translation model trained on the resulting corpus
and compared it with one trained on the existing corpora. Extrinsic evaluation using statistical machine
translation for text simplification demonstrated the improved BLEU score of the proposed method.

Our contributions are summarized as follows:

• The proposed method improved the binary classification task between monolingual parallel data and
nonparallel data by 3.1 points (0.607→ 0.638), compared with the F1 score from a previous study,
and demonstrated high accuracy in building a monolingual parallel corpus for text simplification.

• The SMT-based text simplification model trained using the corpus built by the proposed method had
a BLEU score 3.2 points higher (44.3→ 47.5) than an SMT-based text simplification model trained
using the state-of-the-art monolingual parallel corpus.

• The proposed method can build a monolingual parallel corpus for text simplification at low cost be-
cause it does not require any external resources such as labeled data or dictionaries when computing
sentence similarity.

2 Related Work

The statistical machine translation framework has become widely used in text simplification. In English,
text simplification using a monolingual parallel corpus extracted from the English Wikipedia and Simple
English Wikipedia has been actively studied. Coster and Kauchak (2011b) simplified sentences using
the standard phrase-based SMT toolkit Moses (Koehn et al., 2007) and evaluated it using the standard
automatic MT evaluation metric BLEU (Papineni et al., 2002). In addition to generic SMT translation
models, specialized translation models such as targeting phrasal deletion have been proposed (Zhu et al.,
2010; Coster and Kauchak, 2011a; Wubben et al., 2012). These studies reported that models specialized

2http://ssli.ee.washington.edu/tial/projects/simplification/
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Figure 2: Readability score distribution of English Wikipedia and Simple English Wikipedia. A higher
score in Flesch Reading Ease indicates simpler sentences.

in text simplification improved readability and the BLEU score. In languages other than English, text
simplification using SMT has been studied for Portuguese (Specia, 2010), Spanish (Štajner et al., 2015b),
and Japanese (Goto et al., 2015). We follow these works in applying SMT to text simplification, whilst
improving the quality and quantity of the monolingual parallel corpus using an unsupervised method.

Three monolingual parallel corpora for English text simplification have been built from English
Wikipedia and Simple English Wikipedia. First, Zhu et al. (2010) 3 pioneered automatic construction of
a text simplification corpus using the cosine similarity between sentences represented as TF-IDF vectors.
Second, Coster and Kauchak (2011b) 4 extended Zhu et al. (2010)’s work by considering the order of the
sentences. However, these methods did not compute similarities between different words. In text sim-
plification, it would be useful to consider similarities between synonymous expressions when computing
the similarity between sentences, since concepts are frequently rewritten from a complex to a simpler
form. Third, Hwang et al. (2015) 2 computed the similarity between sentences taking account of word-
level similarity using the co-occurrence of a headword in a dictionary and its definition sentence. We
also consider word-level similarity to compute similarity between sentences but using word embeddings
to build a text simplification corpus at low cost without requiring access to external resources.

These text simplification corpora built from English Wikipedia and Simple English Wikipedia received
some criticism. Xu et al. (2015) point out that Zhu et al. (2010)’s corpus has 17% of sentence pairs
unaligned (two sentences have different meanings or only have partial content overlap) and 33% of
sentence pairs become more complex (the simple sentence has the same meaning as the original sentence
but is not simpler). However, Simple English Wikipedia contains simpler expressions in general. Figure 2
shows the distribution of the readability scores of Simple English Wikipedia and English Wikipedia. It
clearly illustrates that Simple English Wikipedia contains easier sentences than English Wikipedia and
supports that it is a good source for text simplification. Štajner et al. (2015a) investigated the quality
and quantity of a monolingual parallel corpus using the framework of statistical machine translation and
showed that sentence pairs with a moderate level of similarity are effective for training text simplification
models. Therefore, we use the sentence similarity method to accurately measure the moderate level of

3https://www.ukp.tu-darmstadt.de/data/sentence-simplification/
simple-complex-sentence-pairs/

4http://www.cs.pomona.edu/˜dkauchak/simplification/
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similarity.
To address the challenge of computing the similarity between sentences containing different words

with similar meanings, many methods have been proposed. In semantic textual similarity task (Agirre et
al., 2012; Agirre et al., 2013; Agirre et al., 2014; Agirre et al., 2015), sentence similarity is computed on
the basis of word similarity following the success of word embeddings such as word2vec (Mikolov et al.,
2013a). For example, a supervised approach using word embeddings when obtaining a word alignment
achieved the best performance in SemEval-2015 Task 2 (Sultan et al., 2015). Word embeddings have
also been used in unsupervised sentence similarity metrics (Mikolov et al., 2013b; Song and Roth, 2015;
Kusner et al., 2015). These unsupervised sentence similarity metrics can be applied to the automatic
construction of a monolingual parallel corpus for text simplification, without requiring the data to be
labeled.

3 Sentence Similarity based on Alignment between Word Embeddings

We propose four types of sentence similarity measures for building a monolingual parallel corpus for
text simplification, based on alignments between word embeddings that have achieved outstanding per-
formance on different NLP tasks. The methods discussed in Sections 3.1-3.3 are the sentence similarity
measures proposed by Song and Roth (2015) for a short text similarity task. The Word Mover’s Dis-
tance (Kusner et al., 2015) discussed in Section 3.4 is another sentence similarity measure based on
alignment between word embeddings that is known to achieve good performance on a document classi-
fication task.

3.1 Average Alignment
The sentence similarity STSave(x, y) between sentence x and sentence y is computed by averaging the
similarities between all pairs of words taken from the two sentences, as follows:

STSave(x, y) =
1
|x||y|

|x|∑
i=1

|y|∑
j=1

φ(xi, yj) (1)

Here, xi denotes the i-th word in the sentence x (x = (x1, x2, . . . , x|x|)), yj denotes the j-th word in the
sentence y (y = (y1, y2, . . . , y|y|)), and φ(xi, yj) denotes the similarity between words xi and yj . We
employed the cosine similarity as the word similarity φ(xi, yj).

3.2 Maximum Alignment
Average alignment, discussed in Section 3.1, is an intuitive method. However, it is not possible that all
word pairs have a high similarity φ(xi, yj), even when considering synonymous sentence pairs. More-
over, it is often the case that many word similarities φ(xi, yj) are noise and are near to zero. Therefore,
we utilize only accurate alignments by computing the sentence similarity STSasym(x, y) from the most
similar word yj for each word xi rather than averaging the word similarities between all pairs. Here
STSasym(x, y) is an inherently asymmetric score. Therefore, we obtain the symmetric sentence sim-
ilarity STSmax(x, y) by averaging the two similarities STSasym(x, y) and STSasym(y, x) as follows:

STSasym(x, y) =
1
|x|

|x|∑
i=1

max
j
φ(xi, yj), STSmax(x, y) =

1
2
(STSasym(x, y) + STSasym(y, x)) (2)

3.3 Hungarian Alignment
Average alignment and maximum alignment can be considered as sentence similarity measures based on
many-to-many word alignments and many-to-one word alignments, respectively. However, since these
methods compute the word alignments independently, they do not take into account the sentence-level
consistency of alignments. To address this lack of global alignment, we represent two sentences x and
y as a bipartite graph in which the vertices consist of words that occur in each sentence and the edges
reflect their word-level similarity. The graph is then used to define sentence similarity. This bipartite
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graph is a weighted complete bipartite graph whose edge is assigned a word similarity φ(xi, yj) as a
weight. The one-to-one word alignment that maximizes the sum of the word similarities is obtained by
finding the maximum matching of the bipartite graph. This maximum matching problem can be solved
using the Hungarian algorithm (Kuhn, 1955). The sentence similarity STShun(x, y) is then computed by
selecting a word h(xi) using the Hungarian algorithm for each word xi:

STShun(x, y) =
1

min(|x|, |y|)
|x|∑
i=1

φ(xi, h(xi)) (3)

3.4 Word Mover’s Distance
Word Mover’s Distance (Kusner et al., 2015) also considers the global consistency of word alignments
when computing sentence similarity based on a many-to-many word alignment. This is a special case of
the Earth Mover’s Distance (Rubner et al., 1998) which solves the transportation problem of transporting
words from sentence x to sentence y.

STSwmd(x, y) = 1−WMD(x, y), WMD(x, y) = min
n∑

u=1

n∑
v=1

Auvψ(xu, yv) (4)

subject to :
n∑

v=1

Auv =
1
|x|freq(xu),

n∑
u=1

Auv =
1
|y|freq(yv)

Here ψ(xu, yv) denotes the dissimilarity (distance) between the two words xu and yv. We used the
Euclidean distance to denote the word dissimilarity ψ(xu, yv). Here, Auv denotes a weighted matrix of
flow from word xu in the sentence x to word yv in the sentence y, n denotes the vocabulary size, and
freq(xu) denotes an occurrence frequency of the word xu in the sentence x.

4 Experiments for Building a Monolingual Parallel Corpus for Text Simplification

We built a monolingual parallel corpus for text simplification by aligning sentences from a comparable
corpus using sentence similarity, based on the alignment between word embeddings, and evaluated the
effectiveness of the proposed method from the quality of the corpus. First, we evaluated the proposed
method in binary classification of a sentence pair as parallel or nonparallel. Next, we built a monolingual
parallel corpus for text simplification using the proposed sentence similarity measure, and evaluated it
qualitatively. Finally, we trained text simplification models using the SMT framework on our corpus and
on existing corpora, to compare their effectiveness.

4.1 Binary Classification between Parallel and Nonparallel Sentences
Hwang et al. (2015) built a benchmark dataset 2 for text simplification extracted from the English
Wikipedia and Simple English Wikipedia. They defined four labels: Good (G) (“The semantics of
the sentences completely match, possibly with small omissions.”), Good Partial (GP) (“A sentence com-
pletely covers the other sentence, but contains an additional clause or phrase that has information which
is not contained within the other sentence.”), Partial (“The sentences discuss unrelated concepts, but
share a short related phrase that does not match considerably.”), and Bad (“The sentences discuss un-
related concepts.”). They annotated 67,853 sentence pairs (277 G, 281 GP, 117 Partial, and 67,178
Bad). We classified a sentence pair as parallel or nonparallel using this benchmark dataset to evaluate
the sentence similarity measures. We conducted experiments in two settings: a setup (G vs. O), in which
only sentence pairs labeled G were defined as parallel, and the other setup (G + GP vs. O), in which
sentence pairs labeled either G or GP were defined as parallel. We evaluated the performance of the
binary classification using two measures, the maximum F1 score (MaxF1) and the area under the curve
(AUC).

Noise in the word alignment for average alignment, maximum alignment, and hungarian alignment
was removed by aligning only those word pairs (xi, yj) which had a word similarity φ(xi, yj) > θ. This
threshold θ was tuned to maximize MaxF1. We employed 0.89 and 0.95 in the binary classification of G
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Method
G vs. O G + GP vs. O

MaxF1 AUC MaxF1 AUC
Zhu et al. (Hwang et al., 2015) 0.550 0.509 0.431 0.391
Coster and Kauchak (Hwang et al., 2015) 0.564 0.495 0.415 0.387
Hwang et al. (Hwang et al., 2015) 0.712 0.694 0.607 0.529
Additive embeddings 0.691 0.695 0.518 0.487
Average alignment 0.419 0.312 0.391 0.297
Maximum alignment 0.717 0.730 0.638 0.618
Hungarian alignment 0.524 0.414 0.354 0.275
Word Mover’s Distance 0.724 0.738 0.531 0.499

Table 1: Binary classification accuracy of parallel and nonparallel sentences. Good (G) vs. Others (O)
is defined for sentence pairs where the label G denotes parallel. G + Good Partial (GP) vs. O regards
the label GP as parallel in addition to the label G. The labels G and GP refer to bi- and uni-directional
entailment, respectively.

Figure 3: PR curves in binary classification of
G and O.

Figure 4: PR curves in binary classification of
G + GP and O.

vs. O and G + GP vs. O for average alignment, 0.28 and 0.49 in the binary classification of G vs. O and
G + GP vs. O for maximum alignment, and 0.98 in the binary classification of G vs. O and G + GP vs.
O for hungarian alignment.

Table 1 compares sentence similarity measures in the binary parallel and nonparallel classification
task. The top three methods in the upper row are taken from previous studies of monolingual paral-
lel corpus construction for text simplification, and the five methods in the lower rows are the sentence
similarity measures based on the word embeddings. Additive embeddings provides yet another baseline
method, in which sentence embeddings are composed by adding word embeddings without word align-
ment, and sentence similarity is computed using the cosine similarity between sentence embeddings. We
used publicly available 5 pretrained word embeddings to compute sentence similarity. From Table 1, it
can be seen that Word Mover’s Distance performed best in the binary classification task between G vs.
O, whereas maximum alignment performed best in the binary classification task between G + GP vs. O.

Figures 3 and 4 show the Precision-Recall curves in the binary classification task between parallel and
nonparallel sentences. Figure 4 shows that maximum alignment performed better than the other sentence
similarity measures based on word embeddings, in the binary classification between G + GP vs. O.

Text simplification must take account not only of paraphrases from a complex expression to a simple
expression but also of the deletion of unimportant parts of a complex sentence. It is therefore important to
include both G sentence pairs, where the simple sentence is synonymous with the complex sentence, and
GP sentence pairs, where the complex sentence entails the simple sentence. For this reason, maximum
alignment, which performed best in classification between G + GP vs. O, was the preferred measure for

5https://code.google.com/archive/p/word2vec/
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Figure 5: Hungarian word alignment matrix. A
vertical axis indicates a sentence from English
Wikipedia. A horizontal axis indicates a sentence
from Simple English Wikipedia.

Figure 6: Maximum word alignment matrix. A
vertical axis indicates a sentence from English
Wikipedia. A horizontal axis indicates a sentence
from Simple English Wikipedia.

computing sentence similarity in text simplification.
The experimental results demonstrate the effectiveness of maximum alignment in text simplification

tasks, but why maximum alignment is the best? We present two illustrative figures to explain the reason.
First, in hungarian alignment (Figure 5), false word alignments such as “as, genus,” “tree, is,” and “com-
monly, kauri” are found because of the restriction of one-to-one word alignment on the whole. Second, in
maximum alignment (Figure 6), correct word alignments such as “genus, genus,” “species, genus,” “tree,
trees,” and “kauri, kauri” are found because many-to-one word alignment is searched greedily. It may
identify ambiguous pairs such as “genus, genus” and “species, genus,” but symmetrization of many-to-
one alignment succeeds in reducing this type of noisy alignment. The restriction of hungarian alignment
is too strict to correctly align content words between the sentences since even function words need to be
aligned one-by-one. Also, in text simplification tasks, many-to-one alignment is more appropriate than
one-to-one alignment because paraphrase between a phrase and a word occurs frequently.

4.2 Building an English Text Simplification Corpus

We built a monolingual parallel corpus for text simplification from English Wikipedia (normal) 6 and
Simple English Wikipedia (simple) 7 using the maximum alignment that performed best in the previous
experiment. First, we paired articles from the normal and simple editions by an exact match of titles,
obtaining 126,725 article pairs. Sentence extraction using WikiExtractor 8 and tokenization using NLTK
3.2.1 9 gave an average number of words per sentence of 25.1 for the normal articles and 16.9 for the
simple articles. The average numbers of sentences per article were 57.7 and 7.65, respectively.

We computed the sentence similarity of all pairings of normal and simple sentences using maximum
alignment. We based the threshold for word similarity and sentence similarity on the experimental results
shown in Table 1. We aligned only those word pairs with a word similarity equal to or greater than 0.49,
and aligned only those sentence pairs with a sentence similarity equal to or greater than 0.53. As a result,
we obtained 492,993 sentence pairs from 126,725 article pairs.

Table 2 shows examples from the monolingual parallel corpus for text simplification with sentence
similarity. We found synonymous expressions (purchased→ bought) in sentence pairs with a similarity
greater than 0.9 and deletion of unimportant parts of a sentence (such as ...) in sentence pairs with a
similarity equal to or greater than 0.7. We also found sentence pairs with only a few words in common
with a similarity less than 0.7.

6https://dumps.wikimedia.org/enwiki/20160501/
7https://dumps.wikimedia.org/simplewiki/20160501/
8https://github.com/attardi/wikiextractor/
9http://www.nltk.org/
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similarity normal simple
0.9 Woody Bay Station was purchased by the

Lynton and Barnstaple Railway Company in
1995 and, after much effort, a short section
of railway reopened to passengers in 2004.

Woody Bay Station was bought by the Lyn-
ton and Barnstaple Railway Company in
1995 and, after much effort, a short section
of railway reopened to passengers in 2004.

0.8 This work continued with the 1947 paper
“Types of polyploids: their classification
and significance”, which detailed a sys-
tem for the classification of polyploids
and described Stebbins’ ideas about the role
of paleopolyploidy in angiosperm evolution,
where he argued that chromosome num-
ber may be a useful tool for the construc-
tion of phylogenies.

This work continued with the 1947 paper
“Types of polyploids: their classification
and significance”, which described Steb-
bins’ ideas about the role of paleopoly-
ploidy in angiosperm evolution.

0.7 Mir has been a significant influence on late
20th-century art, in particular the American
abstract expressionist artists such as Moth-
erwell, Calder, Gorky, Pollock, Matta and
Rothko, while his lyrical abstractions and
color field paintings were precursors of
that style by artists such as Franken-
thaler, Olitski and Louis and others.

Mir was a significant influence on late 20th-
century art, in particular the American ab-
stract expressionist artists.

0.6 The couple has four children: She has two daughters and two sons.
0.5 Ithaca is in the rural Finger Lakes re-

gion about northwest of New York City;
the nearest larger cities, Binghamton and
Syracuse, are an hour’s drive away by car,
Rochester and Scranton are two hours,
Buffalo and Albany are three.

Ithaca is a city in upstate New York,
America.

Table 2: Examples from our text simplification corpus ranked by similarity.

4.3 English Text Simplification

We trained SMT-based text simplification models using our corpus and existing text simplification cor-
pora (Zhu et al., 2010; Coster and Kauchak, 2011b; Hwang et al., 2015). The results were compared
to evaluate the effectiveness of our text simplification corpus. We treated text simplification as a trans-
lation problem from the normal sentence to the simple one and modeled it using a phrase-based SMT
trained as a log linear model. In each corpus, we randomly sampled 500 sentence pairs for tuning with
MERT (Och, 2003) and used the remainder for training. Moses was used as the phrase-based SMT tool.
We employed GIZA++ (Och and Ney, 2003) to obtain the word alignment, and KenLM (Heafield, 2011)
to build the 5-gram language model from the entire Simple English Wikipedia 7. As test data, we used
277 sentence pairs labeled G and 281 sentence pairs labeled G + GP from the Hwang et al. (2015) dataset
and evaluated the accuracy using BLEU.

Table 3 shows the number of sentences, range of vocabulary, average number of words per sentence,
and BLEU scores of the text simplification models trained on each corpus. The text simplification model
trained on our corpus achieved the best BLEU score. To compare the learning curves of our corpus
with that from Hwang et al. (2015), we recorded the BLEU scores while changing the corpus size. We
discovered that the difference in performance was not only due to the corpus size, as the BLEU scores
of the model trained on our corpus remained higher than those of the model trained on the Hwang et
al. (2015) corpus at all corpus sizes. The model trained on the Coster and Kauchak (2011b) corpus
performed slightly better than that trained on our corpus in 100,000 sentence pairs of a G (bi-directional
entailment) test set; however, in a G + GP (uni-directional entailment) test set that requires more various
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Text simplification corpus #sents.
#vocabulary Avg. #words per sent. BLEU

normal simple normal simple G G + GP
Baseline (None) 42.1 22.3
Zhu et al. 100,000 173,463 143,030 21.2 17.4 41.8 22.1
Zhu et al. (All) 107,516 181,459 149,643 21.2 17.4 42.0 22.1
Coster and Kauchak 100,000 112,744 102,418 23.7 21.1 43.8 23.4
Coster and Kauchak (All) 136,862 132,567 120,620 23.6 21.1 44.3 23.8
Hwang et al. 100,000 117,474 103,427 25.3 21.2 42.9 22.7
Hwang et al. (G) 154,305 152,419 133,825 25.2 21.2 42.9 22.7
Hwang et al. 200,000 175,416 145,773 25.6 20.5 43.1 22.7
Hwang et al. (G + GP) 284,238 212,138 164,979 26.0 19.8 43.9 23.1
Hwang et al. 300,000 217,699 167,945 26.1 19.7 42.9 22.7
Hwang et al. (All) 391,116 248,510 184,521 26.5 19.4 43.1 22.8
Ours 100,000 122,390 112,670 23.9 21.8 43.2 23.6
Ours 200,000 180,776 151,815 24.7 20.1 45.7 24.8
Ours 300,000 219,628 174,576 25.2 19.0 46.4 25.3
Ours (All) 492,493 274,775 198,043 25.3 17.9 47.5 26.3

Table 3: SMT-based English text simplification performance. Baseline does not do any simplification.

Input Mozart’s Clarinet Concerto and Clarinet Quintet are both in A major, and generally Mozart
was more likely to use clarinets in A major than in any other key besides E-flat major.

Reference Mozart used clarinets in A major often.
Zhu et al. Mozart’s Clarinet Concerto and Clarinet Quintet are both in A major, and generally Mozart

which he more likely to use clarinets in A major than in any other key besides E-flat major.
Coster and
Kauchak

Mozart was Clarinet Concerto and Clarinet Quintet are both in A major, and Mozart used
clarinets in A major often.

Hwang
et al.

Mozart’s Clarinet Concerto and Clarinet Quintet are both in A major, and generally Mozart
was more likely to use clarinets in A major than in any other key besides E-flat major.

Ours Mozart’s Clarinet Concerto and Clarinet Quintet are both in A major, and Mozart used
clarinets in A major often.

Table 4: Examples of text simplification trained on different text simplification corpora.

substitution and phrasal definition, the model trained on our corpus performed slightly better than their
corpus.

Our corpus gave a larger difference in the average number of words between normal and simple sen-
tences than the other corpora, with values closer to the average numbers of words per sentence in the
entire Wikipedia (25.1 and 16.9, respectively). This suggests that maximum alignment was able to com-
pute sentence similarity more accurately than the other measures regardless of the sentence length.

Table 4 shows examples of text simplification trained on different text simplification corpora. The
model trained on our corpus generated a simple sentence that appropriately entailed the reference. The
model trained on the Coster and Kauchak (2011b) corpus simplified the input sentence appropriately
but also performed incorrect substitutions and generated an ungrammatical sentence. The model trained
on the G + GP part of the Hwang et al. (2015) corpus did not rewrite the input sentence. The model
trained on the Zhu et al. (2010) corpus used almost the same amount of Coster and Kauchak (2011b)’s
corpus but performed incorrect substitutions and generated an ungrammatical sentence. Coster and
Kauchak (2011b) extended Zhu et al. (2010)’s work by considering the order of sentences. In a Wikipedia
article, sentences are arranged in a characteristic order, e.g., a definition sentence appears in the first sen-
tence. Therefore, they may obtain similar sentence pairs effectively. In contrast, our simple proposed
method achieved equivalent or higher performance than their method without considering any ordering
of sentences.
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5 Conclusions

We proposed an unsupervised method for building a monolingual parallel corpus for text simplification.
Four types of sentence similarity metric were proposed, based on alignment between word embeddings.
Experimental results demonstrated the effectiveness of the sentence similarity measure using many-to-
one word alignment to align each word in the complex sentence with the most similar word in the simple
sentence. Our proposed method achieved state-of-the-art performance in both an intrinsic evaluation
based on classifying sentence pairs from the English Wikipedia and Simple English Wikipedia into a
parallel and nonparallel data, and in an extrinsic evaluation in which a complex sentence was translated
into a simple sentence.

We successfully built an English monolingual parallel corpus for text simplification from comparable
corpus with different levels of difficulty. However, such large-scale comparable corpus is unavailable
in many languages. In future work, we will build a monolingual parallel corpus from a raw corpus by
combining our sentence similarity measure with a readability assessment. Specifically, we will divide
the raw corpus into complex and simple corpora based on readability, and use the paired corpora to align
complex sentences with simple ones. This approach should be applicable to any language, and open new
opportunities in the field of text simplification.
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