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ABSTRACT

This paper proposes a method to enhance sentiment classification by utilizing the Polly
phenomenaThe Pollyanna phenomena describe the human tendency to use positive words
frequently than negative words. This word-level linguistic bias can be demonstrated to be <
and universal in many languages. We perform detailed analyses of the Pollyanna phenom
four Chinese corpora. Quantitative analyses show that for documents with few positive w
the word usages in documents from either the positive or the negative polarities become si
Qualitative analyses indicated this increase of similarity of word usage could be caused by 1
concentration of topics. By taking advantage of these results, we propose a partitioning sti
for sentiment classification and significantly improve the F1-score.
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1 Introduction

The human tendency to use positive words more frequently than negative words was orig
called “the Pollyanna Hypothesis,” named after a fictional young girl with infectious optimisr
(Porter, 1913)by Boucher and Osgood (1969). This word-level linguistic positivity bias h
been not only discussed by early studies, e.g., (Johnson et al., 1960) and (Zajonc 1968), b
explored by contemporary scholars. Zou (2004) analyzed the frequencies of the positive
negative Chinese words based on the Modern Chinese Frequency Dictionary (Wang 198€
concluded their ratio as 7:3. Similar supporting evidences were also found in various
languages, e.g., English (Augustine et al., 2@4drcia et al, 2012; Kloumann et al, 2012), Italiat
(Suitner and Maass, 2008), German and Spanish (Garcia et al, 2012), and even acrt
different languages (Rozin et al., 2010). In contrast, only a few works addressed this part
issue in opinion mining and sentiment analysis. These papers (Bolasco and della Ratta-R
2004; Brooke, 2009; Mohammad et al., 2009) demonstrated supporting evidences o
Pollyanna Hypothesis. Taboada et al. (2009) and Brooke et al. (2009) claimed the positivity
could affect lexicon-based sentiment analysis systems like those of Kennedy and Diana (.
and proposed an adjusting strategy (Taboada et al., 2011).

The contribution of this paper is three-fold: (1) To the best of our knowledge, we conduct the
detailed survey of the Pollyanna phenomena in various modern Chinese corpora. (2) Th
quantitative and qualitative analyses, we discover that for the documents with relatively f
positive words, the intra-polarity document similarity, of either positive or negative opin
polarity, significantly increases. (3) Based on our findings, we propose a strategy for senti
classification and improve performance significantly.

2  Word-Level Linguistic Positivity Bias
In this section, we aim to explore details of the Pollyanna phenomena in Chiheseork

focuses on the word-level linguistic bias, i.e., tmbalanced distributions of positive/negative
words’ occurrences.

CTB RECI iPeen MOAT
- Data Type Generic[News Opinio Restgurant Evaluation
o2 Corpus| Summary Review Data
@ E Data Instance Type Document Sentence
05 #Instance (Inst.) 892 2,389 19,986 4,652
= Avg. Inst. Length#Word) | 532.25 60.36 331.84 16.06
Opinion Polarity Label |Untagge( POS, NEG |POS, NEG, NE(POS, NEG, NEU
g 5 % Pos. Instance - 59.36% 44.16% 8.88%
g3 % Neg. Instance - 40.64% 7.88% 11.11%
‘GEJ S Avg. Pos. WF 0.10 0.11 0.08 0.11
nE Avg. Neg. WF 0.02 0.03 0.03 0.06
Avg. Bias 0.66 0.47 0.48 0.15

TABLE 1: Statistics of the four corpora
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2.1 Experimental Datasets

To realize the Pollyanna phenomena in Chinese, we analyze four modern corpora of dift
genres: opinionative real estate news (RECI), users’ comments on restaurants (iPeen), a dataset
for a multilingual opinion analysis task (MOAT), and a generic corpus (Chinese Treebank).

The Quarterly Report of Taiwan Real Estate Cycle Indicators (RECI) (Chin, 2010) has |
collecting and analyzin@aiwan’s opinionative real estate news, and releasing reports to tl
public every three months since 2002. Each RECI report contains 50 to 70 opinionative
excerpts labeled with opinion polarities. In this study, we select excerpts with “Positive” and
“Negative” labels from 2002 to 2010 to set up a RECI corpus; iPeen (http://www.ipeen.com.tv
is arestaurant review website. Each registered user can post his/her comments and rating
from 0, 5, ..., 55, to 60 toward any restaurants. We randomly collect about 20,000 non-€
posts from iPeen and tri-polarize the opinion polarities of posts. The posts with rating p:
lower than 20 are labeled as “Negative”, those higher than 40 are labeled as “Positive”, and the
remaining posts are labeled as “Neutral”’; The NTCIR Multilingual Opinion Analysis Task
(MOAT) (Seki et al., 2008) provided a dataset for evaluating opinion mining technologies.
use the Traditional Chinese test set with the “strict” annotating standard. Each sentence in the set

is annotated with opinion polarity by three assessors. All three assessors must provide the
label for a sentence, otherwise its label will ‘Deutral”; Finally, the Chinese Treebank 5.1
(CTB) (Palmer et al., 2005) is also adopted for comparison. The statistics of these corpol
summarized in ABLE 1.

2.2 Deep Analysis

In document/sentence lev&lsLE 1 demonstrates that the linguistic bias is not always positiy
RECI and iPeen have different degrees of preference for positive document, while MOAT cc
has a slight higher percentage for negative sentences.

In word level, we tag all four corpora by an extended version of the NTU Sentiment Dictione
(NTUSD) (Ku and Chen, 2007), which contains 9,365 positigeds and 11,230 negative words.
Every word in NTUSD is annotated by multiple human annotators and is examined by or
more expertsWe then define positive word frequency (WF) in a document/sentence to be
total number of occurrences of positive words divided by the length of the document/sent
(The negative word frequency is defined in the same wasB)ET 1 shows that the average
positive word frequencies in these four corpora are 1.83 to 5 times of those of negative w
The ratio Zou (2004) concluded between positive and negative words, i.e., 7:3, also fell w
this range. We further propose an indicaBias(d) in Equation (1) to measure the degree ¢
word-level linguistic bias in a given document/sentehce

Bias(d) =

Cp(d) — Cn(d) { Cp(d) = (Number of positive words ind) + 1 1)

Cp@d +Cn(d) " ( C,(d) = (Number of negative words ind) + 1

Bias(d) is a smoothed and normalized version of the positive-negative word count ratio.
absolute value dBias(d)denotes the magnitude of bias, and the sign shows the direction of t
The last ronof TABLE 1 shows that the average biases in the document-based corpora (i.e.,
RECI and iPeen) are 0.66, 0.47, and 0.48, respégctimad 0.15 in the sentence-based corpt
(i.e., MOAT). These values reflect that the word-level positivity bias is not only strong, but :
universal. These four corpora all have different characteristics in many aspects, but all of
show strong agreements with the Pollyanna Hypothesis.
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3 Intra- and Inter-Polarity Similarity Analysis

The above analyses raise an interesting queditiat happens in those outlier documents whos
positive-negative word ratios afeot that positive”? One intuitive guess is that those documen
mostly represent negative opinions. However, when we look at the lower positively biasec
the number of negative documents is not alkthg largest; Another guess is that people tend
use fewer positive words only in some specific occasions or to describe some certain conter
the use of words in those less positively biased documents could be possibly similar to eact
Our preliminary study suggests that this rise of similarity does not happen uniformly in
documents with lower bias values, but only in certain opinion polarity. In this section, we ail
quantitatively examine this observation. If this guess turns out to be true, it could be poten
beneficial for sentiment classification.

3.1 Methodology

Our goal is to measure the average degree of similarity of word use between documents
same and different opinion polaritieBhe analyses are setup in the following way: First, w
explore a bias value threshgftffrom -1 to 1 in steps of 0.1. For eaBhthose documents with
bias values smaller thgfform alower setof 5, and the remainder is called apper setln a
lower set we would then put documents of the safterget polarity (positive or negative)
together in a sé? and place all remaining documenrtsncluding all neutral documents if ary
into a“non-target polarity setPyr. Note that RECI only has two sentiment polarities (sem &
1), so its target and non-target polarities are interchangeaddend, we use the TF-IDF vectors
to represent documents, and calculate four different average cosine simifaoftieh document
pairs(x, y) in alower setas follows.

e SiiX,yEP,Xx#Y ® Sner:X € Pr, y € Pyr
* SuriXYy€E Py, XxFYy e Sy XYy €E lowerset x #y

St Sur and Syer are then normalized by,S In this paper, we use the asteriskt¢ indicate the
normalized similarity. Finally, for everlower setwith different 5, we have three normalized
similarities, i.e., $, Ssr and $wr. The former two respectively represent the intra-polarit
similarity of documents with target and non-target polarities, and the latter one represent
inter-polarity similarity of documents from different opinion polarities.

(a) RECI - Lower Set (b) iPeen - Lower Set

|
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FIGURE 1: The curves of &, Syr and $uer Of thelower setsin (a) RECI Pr = Positive) and (b)
iPeen P; = Negative). The S obviously rise up when bias value decreases.
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3.2 Resultsand Discussion

In each of RECI, iPeen and MOAT, the'SSyr and G are drawn with respect to the
different bias values.I6URE 1(a) and 1(b) are the resulting curves of RECI and iPeen, wh
positive and negative polarities are respectively explored as targets. These two figures cc
our guessWithin the target opinion polarity, the average cosine similarity among documents
obviously rises up in the portion of data which has less positivity bias, whilaither®l $uer
still remain stable. In other words, when we look at those outlier documents with lower
values, for certain target opinion polarity, people actually tend to use more similar words
each otherIncidentally, we also analyze the same target polarities affher setgespectively
in RECI and iPeen. But the curves do not display any obvious consistent Keoti®er issue is
the choice of the target polarity. We run the analysis in iPeen corpus when targeting at the
opinion polarity, i.e., positive. However, neither in tbaer setnor in theupper setof iPeen
corpus the similariies demonstrate any obvious treMisanwhile, we find that the {5 in
MOAT is always apparently higher than bothr'Sand Ser regardless of bias values,
lower/upper sets, and target polarity. It could be caused by its strict annotating standard '
only accepts the labels with perfect inter-annotator agreement.

4  Qualitative Analysis

In the less positively biased portion of data, we have quantitatively observed the increa
cosine similarity among documeni®hen the next question should naturally be, when using le
positive words, what do people actually talk about? In this section, we adopt quantitative an:
and try to give an insightful interpretation.

In iPeen, we compare the negative documents ingper seeind thdower set(with partitioning
bias value 0.1). In general, negative comments towardurasts cover a wide range of topics.
As expected, both the number of documents and the diversity of topics are much higher
upper setHowever, interestingly, we find that the negative comments mainly focus only on
"poor service" in thdower set As a result, the topics of negative comments inldher set
become more focused than those in tipper set This observation reasonably explains thi
increase of intra-class similarity of negative polarity in iPeem®r set In RECI, while the
positive news in thepper seof RECI (with partitioning bias value 0.1) covers a wide range
topics, the positive news in thewer setof RECI mostly focus on the indicators and rates whic
would be better if reduced, e.g., unemployment rate, land value increment tax rate, lending
overdue loans ratio, inheritance tax, etc. As a result, the narrow focus of topics raises the
class similarity of positive polarity in REClswer set

To conclude, the phenomena we find in Section 3 actually reflecthrinkage of topics in the
less positively biased portion of data. Most topics have strong preferences for positive w
However, few specific topics still relatively prefer negative words, e.g., the "poor service
restaurantThese topics are emphasized when we isolate the lower positively biased data
thus decide in which opinion polarity we can observed the rise of intra-polarity similarity.

5 Partitioning Strategy for Sentiment Classification

Our analyses above reveal the increase of intra-polarity similarity in certain part of data, anc
shed light on sentiment classification. In this section, we propose a strategy to partition the
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setsby bias value, and train another model for the data portion which has lower positivit bia
set of experiments are run to determine how much better this strategy can achieve.

The goal of our sentiment classifier is to predict the opinion polarity of documents respective
RECI and iPeenThe TF-IDF vector of each document is adopted as features, and the libS
(Chang and Lin, 2011) with linear kernel is selected as our model. One fifth of data are ranc
selected as the testing set, and the rest are the training set. Without loss of generality, we ¢
bias valueg for each corpus based on the document distributions and the trepdneér8ioned
in Section 2. Both training and testing data are partitioned by this bias value. Two diffe
models are trained on thgper andlower setsof training data, and then are evaluated on tF
corresponding subsets of testing data, respectively. For comparison, we also train a classifi¢
the whole training data. In the experiments, we explore all possible target polarities mentior
the previous sections. The results are showmsLT 3(a) and 3(b). Note that besides evaluatin
our partition strategy in thepperandlower setsseparately, we also merge the results of the tw
classifiers together (refer to the “Whole” column). The outputs of the original approach are also
evaluated in theipper setthelower set and the whole sets, respectively. As a result, whe
classifying the target polarities which we found iIGURE 1, our partition strategy significantly
increases the F1-scores both of target and non-target polarities in the whole testing set of iF
< 0.01) and RECI (p < 0.01). Note that each of our Partition classifier actually beats the Ori
classifier by using less training data. On the other hand, as expected, our Partition strateg
not outperform the Original approach when predicting the positive polarity in iPeen, which is
the opinion polarity we observed in Section 3.

Polarity StrategyLower|UpperWhold Polarity | Strategy|Lower Upper|Wholg

Pos. Original| .646 | .846 .83% Neg. Original | .333 | .342 341
Partition .692 | .874 |.858 Partition| .342 | .342 |.342

Rg:l Neg. Orig-ir.1al .789| .692 .726*3* -lgl;?n non-Neg. Orig.ir.1al .811 | .927 .92%*
Partition .869 | .704 |.761 Partition| .870 | .929 |.926

#Positive Docs| 191 |1,227] 1,418 #Negative Docs. | 260 |1,314|1,574

#Negative Docg 348 | 623 | 971 #Non-negative Doc| 932 [17,48(18,412

TABLE 3: The F1-Score of Sentiment Classification in
(a) REC| $=0.25 (b) iPeeng = 0.15,P; = Negative (**: p < 0.01).

Conclusion and per spectives

In this paper, we first provide a detailed study of the Pollyanna phenomena in various gen
Chinese. Then we focus on those documents which have less positivity bias. Thr
guantitative analysis, we reveal the obvious increase of average similarity in certain op
polarity among these outlier documents; and through qualitative analyses, we draw insig|
indicate that the increase could be caused by the concentration of féipiity, by taking
advantage of the rise of intra-polarity similarity, we propose a partitioning strategy for sentir
classification and significantly improve thel-score. Our goal is to build a robust automati
mechanism for sentiment modeling, and Pollyanna gives us a good cluét.about
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