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ABSTRACT

Given the rapid publication rate in many fields of science, it is important to develop technology
that can help researchers locate different types of information in scientific literature. A number
of approaches have been developed for automatic identification of information structure of sci-
entific papers. Such approaches can be useful for down-stream NLP tasks (e.g. summarization)
and practical research tasks (e.g. scientific literature review), and can be realistically applied
across domains when they involve light supervision. However, even light supervision requires
some data annotation for new tasks. We introduce the CRAB Reader - a tool for the analysis and
visualization of information structure (according to the Argumentative Zoning (AZ) scheme)
in scientific literature which can facilitate efficient and user-friendly expert-annotation. We
investigate and demonstrate the use of our tool for this purpose and also discuss the benefits of
using the same tool to support practical tasks such as scientific literature review.
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1 Introduction

There is a need to develop techniques that can help scientists locate and organize relevant infor-
mation in rapidly growing scientific literature. Scientists have diverse information needs and
are often interested in specific types of information in a paper. Although section headings (e.g.
Methods, Results) can be an indicator of information categories of interest, many sections tend
to include different types of information (e.g. the Discussion section may include information
about methods and results and also provide a comparison against other peoples’ work). An
automatic analysis of the information category of each sentence is therefore important and can
be useful for both natural language processing tasks as well as for scientists e.g. conducting
literature review.

Different approaches have been developed for determining the information structure (aka.
discourse, rhetorical, argumentative or conceptual structure) of scientific publications (Teufel
and Moens, 2002; Mizuta et al., 2006; Shatkay et al., 2008; Teufel et al., 2009; Liakata et al.,
2010; Guo et al., 2010). Some of this work has proved helpful for tasks such as information
retrieval, information extraction, and summarization (Teufel and Moens, 2002; Mizuta et al.,
2006; Tbahriti et al., 2006; Ruch et al., 2007). Most existing approaches are based on supervised
learning and require large amounts of annotated data which limits their applicability to different
domains . Recently (Guo et al., 2011b) has shown that weakly supervised learning (especially
active learning) works well for determining the information structure of biomedical abstracts.
This work is interesting since it can facilitate easier porting of the techniques to new tasks.

However, also approaches based on weak supervision require data annotation in real-world
applications. Moreover, simulation of active learning (such as that conducted by (Guo et al.,
2011b) who used a fully annotated corpus from which they restored the labels of selected
sentences in each iteration) is not practical but real-time interactive annotation is needed.

This requires a development of an efficient and user-friendly annotation tool which can facilitate
rapid expert-annotation of data according to categories of information structure in real-life
scientific tasks. We introduce such a tool: the CRAB Reader - a tool that is capable of supporting
not only off-line AZ annotation but also interactive AZ annotation through weakly supervised
learning, along with visualization of information structure in scientific literature. The latter
functionality can also be applied to support scientists in literature review.

The CRAB! reader enables analyzing biomedical articles according to the Argumentative Zoning
(AZ) scheme — a scheme of information structure that describes the rhetorical progression in
scientific papers (Teufel and Moens, 2002). However, since the AZ scheme has been shown to
apply across different scientific domains (Teufel et al., 2009), the technology presented here
can be widely applicable.

2 CRAB Reader

The CRAB Reader allows users to define a new scheme or to modify an existing scheme for
information structure analysis. Currently, we use the Argumentative Zoning (AZ) scheme which
was originally introduced by Teufel and Moens (2002) and which was first used to describe
the rhetorical progression of scientific argument in computational linguistics papers. This
scheme was subsequently adapted to other domains such as chemistry (Teufel et al., 2009)
and biology (Mizuta et al., 2006). We adopt the latter version in our work, and use eight zone

1CRAB refers to the CRAB project which has developed text mining technology for the needs of cancer risk assessment
(Korhonen et al., 2012).
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categories, including Background, Problem (the research question), Method, Result, Conclusion,
Connection (consistent studies), Difference (inconsistent studies) and Future-work.

Using the CRAB Reader, AZ annotation can be performed on each word, sentence, paragraph,
or the entire document, depending on the requirement. Annotated papers are saved in the
HTML format. Users can visualize zones in different colors in an annotated paper. CRAB Reader
also supports interactive annotation which is useful for weakly supervised learning when used
in conjunction with a classifier such as Support Vector Machines (SVM). More specifically, a
classifier makes a request for the labels of particular sentences; in response to such a request,
CRAB Reader presents the relevant sentences to the annotators, collects their annotations, and
returns the labeled sentences to the classifier for further learning.

2.1 Importing articles

Users can import any paper in HTML format into CRAB Reader. Since the format of articles
varies from journal to journal, an HTML paper needs to be transformed into XML and then
formatted using XSLT (Extensible Stylesheet Language Transformations). Users need to define
different style sheets for different journals. For example, the code in Figure 1 shows how to
separate an abstract from the body of an article (see the <xsl:if> element), and how to format
a section/subsection/paragraph (see the <xsl:for-each> element) given an article from The
Journal of Biological Chemistry, where an <h2> tag refers to a section, an <h3/4/5> tag refers
to a subsection, and a <p> tag refers to a paragraph. Currently, CRAB Reader provides style
sheets for main journals on chemical risk assessment, but it can handle papers from other
domains by integrating more templates. Potentially, PDF papers can also be imported into
CRAB Reader after converted into HTML files, and there are various (free) tools available for
converting PDF to HTML.

<xsl:for-each select="//div[@id="content-block"]//div[@class="article fulltext-view"]/div'>
<xsl:if test="contains(@class, "section”)-contains(@class, ~“abstract®)">

<section>
<heading>
<xsl:value-of select="h2"/>
</heading>
<xsl:for-each select="p|h3|h4|h5">
<xsl:copy-of select="."/>
</xsl:for-each>
</section>
</xsl:if>

</xsl:for-each>

Figure 1: A fragment of the style sheet for The Journal of Biological Chemistry

2.2 Off-line annotation

Off-line annotation differs from interactive annotation in that users need to annotate an entire
article instead of a small number of sentences selected by the machine. The off-line annotation
tool in CRAB Reader is a Firefox plug-in written in XUL (XML User Interface Language). XUL is
based on existing Web technologies such as CSS (Cascading Style Sheets) and JavaScript. Figure
2 shows how to use the tool in Firefox: users can select any amount of text by clicking where
they want to begin, holding down the left mouse button, and then dragging the pointer over the
text. Right-clicking the selected text opens a menu of zone categories such as Result, Conclusion,
and so on. Users can then choose the appropriate category for annotation. The annotations are
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Figure 2: Off-line annotation

saved as an attribute for each word element e.g. <w Conclusion="1">indicate</w>.

2.3 Interactive annotation via active learning

Interactive annotation is based on a client/server model, where a client (annotator) makes
a request for a new assignment (unlabeled sentences); the server then trains classifiers on
existing labeled data, and compares their performance on each unlabeled data, from which it
selects the most informative sentences as a new assignment for the annotator. After completing
the assignment the annotator submits the annotations to the server. The server then updates
the training data by incorporating the fresh labels for further learning. This process can be
repeated many times that is called active learning. The idea of active learning is to create a
high-performance classifier but to minimize the cost of annotation.

On the server side we tested the most popular classifiers including Naive Bayes classifier, Support
Vector Machines (SVM), Maximum Entropy Model, Conditional Random Fields, among many
others, and SVM is so far the best classifier for this task. The features listed below were used
for classification. Most of them have been successfully used in recent related work (Teufel and
Moens, 2002; Mullen et al., 2005; Merity et al., 2009; Guo et al., 2011b). The C&C POS tagger
and parser (Curran et al., 2007) was used for extracting syntactic features such as grammatical
relations (GR) from each sentence.

Section. Normalized section names (Introduction, Methods, Results, Discussion).

Location in article/section/paragraph. Each article/section/paragraph was divided into ten
equal parts. Location was defined by the parts where the sentence begins and ends.

Citation. The number of citations in a sentence (0, 1 or more).

Table and Figure. The number of referred tables and figures in a sentence (0, 1 or more).
N-gram. Any unigrams and bigrams in the corpus (an n-gram feature equals 1 if it is observed
in the sentence and 0 if not; the rest of the features are defined in a similar way).

Verb. Any verbs in the corpus.

Verb Class. Verbs are grouped into 60 categories by spectral clustering (Sun and Korhonen,
2009). Each category corresponds to a feature.

Tense and Voice. Tense and voice indicated by the POS tag of main verbs and auxiliary verbs.
e.g. have|VBZ be|lVBN __|VBN indicates present perfect tense, passive voice.

Grammatical Relation. Subject (ncsubj), direct object (dobj), indirect object (iobj) and second
object (0bj2) relations for verbs. e.g. (ncsubj observed difference obj).
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Subj/Obj. The subjects/objects appearing with any verbs in the corpus.

We implemented a number of query strategies for SVM-based active learning, including least
confident sampling (Lewis and Gale, 1994), margin sampling (Scheffer et al., 2001), query-by-
committee (Seung et al., 1992), etc. The interactive annotation interface is a dynamic web page
(HTML form) that presents a list of sentences selected by the server for human to annotate, as
shown in Figure 3. It also presents the context (in gray color) of each selected sentence (in
blue color) to facilitate the annotation process. After a user completes the form and clicks on
the submit button, the annotations are sent to a PHP (Hypertext Preprocessor) file and then
written to the server as the training data for further learning. The web page also records the
annotation time for each sentence, which is a more appropriate measure of annotation effort
compared to training set size. As an example, Figure 4 shows the results for real-time active
learning on 50 biomedical articles. Although the curves on the left and right panels look very
similar, CRAB Reader does offer an opportunity to evaluate the performance of active learning
in a more natural way.
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Figure 4: Performance of interactive annotation and active learning

2.4 Visualizing argumentative zones

We use CSS to specify the look and format of an annotated paper. Zones have different colors
as shown in Figure 5. The zone label of any particular word will come up when you mouse
over it, as shown in Figure 2. The advantage of using CSS is that it provides more flexibility for
the visualization of zones and allows the same annotated paper to be presented in different
styles for different users (see Figure 6). Also, since CSS separates the format from the content
of a document, it makes it easier to insert automatic annotations into plain text so that we can
visualize the information structure of any paper on demand.
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Figure 5: Visualization of all zones
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female workers in this study .

Figure 6: Visualization of the "Difference” zone

Conclusions and Future work

We have introduced CRAB Reader, a convenient tool for analysis and visualization of AZ for
scientific literature review. Particularly, CRAB Reader supports real-time interactive annotation
which makes it possible to apply weakly supervised learning to AZ for different tasks and
domains. The tool has been used for creating a corpus of 50 AZ-annotated articles (8171
sentences), and has proved successful for active learning-based AZ on that corpus with 82%
accuracy after labeling 500 sentences, which is just 2% lower than the accuracy of fully
supervised learning.

In the future, we plan to use CRAB Reader for real-world applications of AZ such as question
answering or customized summarization to speed up the literature review process. (Guo et al.,
2011a) and (Guo et al., 2011c) have shown that users find the information in question from
AZ-annotated abstracts significantly faster than from unannotated abstracts. However, is it
realistic for full-text articles, given their high linguistic and informational complexity? We plan
to conduct a similar question answering experiment to evaluate the usefulness of AZ-annotated
articles in the context of a practical biomedical research task. We also plan to investigate
whether AZ annotations are more informative than section headings for creating customized
summaries for different research purposes.
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