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ABSTRACT

A Morphological Analyzer is a crucial tool for argnguage. In popular tools used to builc
morphological analyzers like XFST, HFST and Apertisi Ittoolbox, the finite state approach is
used to sequence input characters. We have usedinite state approach to sequence
morphemes instead of characters. In this papepresent the architecture and implementatio
details of a Corpus assisted FSA approach for imgjléd Verb Morphological Analyzer. Our
main contribution in this paper is the paradigmirdédn methodology used for the verbs in a
morphologically rich Indian Language Konkani. Th@pnping of citation form of the verbs to
paradigms was carried out using an untagged cdgpusonkani. Besides a reduction in humar
effort required an F-Score of 0.95 was obtainednwthe mapping was tested on a tagged corpu

KEYWORDS Verb Morphological Analyzer, Corpus, Hybrid Appieh, Finite State Automata,
Paradigm Mapping.
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1 Introduction

Morphological Analysis is a significant step in rhddatural Language Processing (NLP)
Applications. A Morphological Analyzer (MA) is a @b which retrieves the component
morphemes of a given word and analyzes them. Soetieknown approaches used to build &
Morphological Analyzer are Rule Based Affix Stripgi Approach, Pure Unsupervised learning
of Morphology (Hammarstrom, 2011), Finite State Aggrh (Beesley, 2003) and Semi-
Supervised learning of Morphology (Lindén, 2009).

Rule based approaches use a set of rules in tlyrdge for stemming (Porter, 2000). The
success of such approaches will depend on the rinesrporated which are vast for
morphologically rich languages. In Pure Unsupedigarning of morphology (Freitag, 2005),
(Goldsmith, 2001), (Hammarstrom, 2011), (Xantho®07) corpus text of the concerned
language is used to learn morphology of the langu@e reported accuracy of such systems
relatively less as compared to the other methods.

Finite State Transducers is a computationally effic inherently bidirectional approach and cai
also be used for word generation. Many Indian Laggugroups use finite state tools foi
morphological analysis. Lttoolbox (Kulkarni, 201@veloped under Apertium is one such tool
The analysis process is done by splitting a word. (eats) into its lemma '‘cat' and the
grammatical information <n><pl>. The major limitati of such a tool is that it requires a linguis'
to enter a large number of entries to create a habogical dictionary. It assumes that some forn
of word and paradigm (Hockett, 1954) model is available for the langriaghis approach to

build Morphological Analyzer is time consuming whemery word is manually listed in a
morphological dictionary and mapped to a paradigrfunded project to build a Morphological
Analyzer using FST tools typically allocate 9 to fribnths for the work. In such Projects
mapping of words to paradigms is done by a langeagert manually.

In absence of a funded project, limited volunteembhn experts are available to manually ma
words to paradigms. Hence we have made use ofirexigtsources for the Konkani language
namely Corpus and WordNet to reduce the humantatianap words to paradigms. For this we
have designed our own paradigm structure and F&&daequencing of morphemes which i
used to generate word forms. Our approach builtem@hological dictionary which can be later
exported to popular tools like XFST or IttoolboxutCapproach is an enhancement to the finit
state approach which makes the implementation &€ &$proach efficient with respect to time
and linguistic effort. The rest of the paper isamged as follows - section 2 is on related work
Design and architecture of the FSA based approaahg wcorpus for paradigm mapping is
presented in section 3. Experimental results aegnted in section 4 and finally we conclude th
paper with remarks on scope for future work.

2 Related Work

Attempts to map a word to a paradigm computatigrizéive been attempted earlier. Rule base
systems which map words to paradigms have beempiitel (Sanchez-Cartagena et al., 2012
these systems use POS information or some additirses input from native language speaker
to map words to paradigms instead of a corpus alboaectional Morphology (M Forsberg,
2007) have been used to define morphology for lagguike Swedish and Finnish and Tools
based on Functional Morphology namely Extract (Msberg, 2006) which suggest new words
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for lexicon and map them to paradigms have beeeldped. Functional Morphology based tools
use constraint grammars to map words correctlyaragigms. The morphology of the languag¢
has to be fitted into the Functional Morphologyidigibn to be able to use a tool like extract. Oul
work is close to the paradigm selection by Lindeémdén, 2009) which is implemented to
choose the appropriate paradigm for a guesser @modor unknown words. Our paradigm
selector method is implemented for Konkani verbguken the process of building a verb MA.

We have defined our own paradigm structure for Komkvhich uses FSA based sequencing ¢
morphemes and suffix classes which provides a cohway to define a paradigm. This feature
of grouping suffixes into classes such that if eaix in a class gets attached to the stem thien ¢
the suffixes of the same class can be attachduetsame stem gives a convenient and compe
method to define a paradigm.

3 Design and Architecture of FSA based approach using corpus for paradigm
mapping

Generally a verb has a stem to which suffixes #tacled. Ambiguity in Konkani verb stem
formation which prompted us to have a relevantgigra design are —

* Given ending characters of verb citation forms ¢hisrno single rule to obtain a stem. Fo
example if verb citation form ends witla* (vaph; ; ending characters of verb citation form
as in case ofuiau ( dhavap; to run; citation form of verb run), tareules can be applied.
This gives rise to possible stems set with threeemnnamely §ra, =, i} ({dhav, dhayh,
dha}; {run, not defined, not defined}; stems geredafor verb run) of which onlyma (dhav;
run; stem of verb run) is the correct stem. Thian ambiguity in stem formation for verbs.
Hence simple rules based on verb citation form regglicannot be written to map verb
citation forms to paradigms. Here a corpus is meguto obtain support for the correct sten
+ suffix combination.

* Asingle verb citation form could give rise to mdhan one valid stem. Stems generated a
such that two different stems of a single verb dbget attached to the same set of suffixe:
For example verbmssu (Aaphdaph; to touch; citation form of verb tougiyes rise to two
stems namelymgs (Aaphuda; touch; stem of verb touch) amds (Aaphd; ; stem of verb
touch which has to be followed by appropriate s)ffAn observation in such cases is tha
only one of these stems can exist as a valid \arh fndependently while the other stem ha
to be followed by some suffix and cannot appearasdependent verb form.

* Another case where there are more than one stera fimgle verb citation form is when
stems generated are alternatives to each othepmmdan be replaced by the other. Her
unlike the above case, two stems of a single vettagached with same set of suffixes. Fo
example verlymau (gavaph; to sing; citation form of verb sing) givese to two stems
namelysar (gayh; sing; stem of verb sing) anga; sing; stem of verb sing).

The Verb Morphological Analyzer has two main modul#t uses five resources as input an
generates as output one crucial resource. Architeadf the FSA based Verb Morphological
Analyzer using corpus for paradigm mapping is ShOWAGURE 1.

1 A word in Konkani language is followed by transliteration in Roman Script, translation in English and gloss in
brackets
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Input: Verb Form

VSFL: Verb Suffix
Feature List

VSCL: Verb Suffix
Class List

e —
VPL: Verb Paradigm Lis

FIGURE 1 - Architecture of Verb Morphological Analyzer

The FSA module is used to sequence morphemesuseid for both analysis and generation ¢
word forms. Different verb forms in Konkani can figmed by attaching suffixes to stems of
verbs (Sardessai, 1986)GBRE 2 next shows the FSA constructed for Konkani Vnalysis

Start

FIGURE 2 — FSA for Morphology of Konkani Verb

The other module is the Paradigm Selector moduielwmaps a paradigm for an input verb anc
generates the crucial VPR resource. This modulerisonly when verbs not present in VPR art
encountered.

The resources used in Verb Morphology Analyzer-are

* Verb lexicon: It contains citation form of a verbdaPart of Speech category associated. Th
resource can be generated using the WordNet fdatiyriage.

» Corpus: Any standard corpus available in the lagguar a corpus generated by using an
online newspaper of the language.

* Verb Suffix Feature List (VSFL): Verb Suffix Featulist has verb suffixealong with its
associated morphological features.

* Verb Suffix Class List (VSCL): Here suffixes areogped to form classes such that if one
member of the class can be attached to a stenthalf members of the same class can als
be attached to the same stem.
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e Verb Paradigm List (VPL): VPL has verb paradigmsides VSCL. We keep the following
details of paradigm -
= Paradigm-id: A unique identifier for each paradigm.
= Root-Verb : A sample citation form of a verb whidfiows the paradigm
= Stem-rule: A rule to obtain the stem for the givemord. For example
delete,end,character#add,end,null is a sample rule.
= Suffix: A list of suffix classes, each class isléaled by joiner property. Joiner property is
used to accommodate changes which take place apheme boundary when two
morphemes combine.
A word can have more than one stem in which casettim-rule and suffix get repeated for eac
stem. The Paradigm Selector generates the Verlligar&epository (VPR). VPR has an entire
list of verbs in the language with the correspogdparadigm identifier of the paradigm it
follows.

Algorithm: For every entry in verb lexicon, Paradigm Seleatses VPL Stem-rule to check
compatibility of the verb with the paradigms. A bemay be compatible with more than one
paradigm as the Stem-rule is same for those paradighe correct corresponding paradign
needs to be chosen from the compatible paradigmTéét is done with the help of a corpus.
Assuming that each compatible paradigm is a vadichgigm, word variants are generated fo
that paradigm with the help of the FSA. The newegated words are then searched in th
corpus. The paradigm corresponding to which maximuond variants are found is the correct
paradigm corresponding to that word. Correspongiagadigm-id and sample paradigm, forms
an entry in the generated output resource VPR.

4 Experimental Results

The implementation of the FSA based verb MA toalase in Java using NetBeans IDE 6.9 on
Windows XP platform.

4.1 Resultsfor Paradigm Selector M odule

Data sets used by Paradigm Selector Module werékdmkani WordNet, the Asmitai corpus
consisting of approximately 268,000 words, Verbadam List and Verb Suffix Class List
which were manually prepared. Experimental redalt®aradigm Selector module are -
«  Total number of Verbs used for the study after prathe compound verbs was 1226.
«  Total number of verbs for which paradigm were mappy the program: 1003
o Total number for which ambiguous paradigms (moeatbne) were mapped by the
program: 159
0 Total number for which single paradigm were foundte program: 844
« Total number of verbs for which paradigms weremapped by the program: 223
e Total number of verbs for which correct paradignesevfound which was manually checkec
by linguist (true positives): 791
« Total number of verbs for which wrong paradigmsevieund which was manually checked
by linguist (false positives): 53
« Total number of verbs for which ambiguous paradigmese found or no paradigm were
found by the program (false negatives): 159+2282 3

Precision = 0.93 Recall = 0.67 F-Sco@78
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4.2 Resultsfor FSA Module

The verbs for which no paradigm was selected weaiaually assigned paradigms. Verbs fo
which wrong paradigm was selected were correctéis §ave us an updated Verb-Paradigr
Repository which was used by the FSA module.

Resources used as input was the tagged healtloarisnt domain corpus of ILCI used to obtain
the verb variants, Verb Paradigm Repository geadraferb Paradigm List, Verb Suffix Feature
List and Verb Suffix Class List which were manuaftyepared. The corpus was partially
validated at time of use.

Total number of unique verb variant forms used tfeg study was 8697 obtained from ILCI
corpus by choosing the words tagged as verbs. Wioigpresults were obtained by the program -

« Total number of verb variants for which analysiswatained: 7237
« Total number of verb variants for which analysiswat obtained: 1460

The verb variant for which analysis was not obtdiweas checked manually. We found the
following three categories amongst the verb vasidot which analysis was not obtained -

Number of verb variants whose citation form was p@sent in the Lexicon(obtained from
WordNet) thus was not present in Word Paradigm Riépry: 632

Number of verb variants which were tagged wronglyerbs: 341

Number of verb variants which were spelt wronglytia corpus: 487

Total number of verb variants for which correctlgsis was obtained verified manually (true
positives): 7183

Total number of verb variants for which wrong asédywas obtained verified manually (false
positives): 54

Total number of verbs variants for which no anaysas obtained due to absence of citatio
form in Lexicon verified manually (false negative €32

Total number of verb variants for which analysisswet obtained due to wrong tagging +
wrong spelling verified manually (true negative®}1+487 = 828

Precision =0.992 Recall = 0.919 F-Score = 0.954

Conclusion and Per spectives

From the results obtained for paradigm selector uteodve can say that the corpus is ¢
reasonably good source to select paradigms forsveHbuman resource building effort can be
substantially reduced with the use of this methiidhe corpus is augmented with more forms o
the verb then it would improve the recall of thegaigm selector module. This method can als
be applied to the other grammatical categories asafouns, adverbs etc.

Precision of FSA module for verbs is good. Taggeghas when used to test the efficiency of th
FSA module, results in more paradigm discovery anbdancement of the suffix list. It also
suggests a list of verb citation forms which websemt in the lexicon. In addition it identifies
spelling errors and tagging errors if any in thgged corpus and could be used to validate tt
quality of the tagged corpus. The recall of FSA mleccan be improved by adding the citatior
forms which are not found in the lexicon to the VPR
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