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ABSTRACT

In this paper we describe a DomEx sentiment lexicon extractor, where a new approach
for domain-specific sentiment lexicon extraction is implemented. Sentiment lexicon
extraction is based on the machine learning model comprising a set of statistical and
linguistic features. The extraction model is trained in the movie domain and then can be
utilized to other domains. The system can work with various domains and languages
after part of speech tagging. Finally, the system gives possibility to combine the
sentiment lexicons from similar domains to obtain one general lexicon for the
corresponding meta-domain.

TITLE AND ABSTRACT IN RUSSIAN

DomEX: U3saeuyenue Ouenounoi Jexcuku st Paziamyanpbix
Mpeamernbix O0aacTeii 1 Meta-Ob6aacrei

B arHHO# paboTe MBI OMUCHIBAEM CHUCTEMY JIJISI I3BJIEYEHUS OlleHOUHbIX ¢JIOB DomEx, B
KOTOpPOU peajin30BaH HOBBIA MOAXON i (OPMHUPOBAHUS OIIEHOYHOTO CJIOBApS.
W3BieyeHre OIEHOYHOW JIEKCMKH OCHOBaHO HAa MAIIMHHOM OOy4YeHWUH C
HCII0JIb30BaHNEM HAbOpa CTATUCTUYECKUX U JIMHIBUCTUYECKUX IPU3HAKOB. MOz 1ist
u3ByeYeHnsi obydaercsi B MpeIMETHON ob6siacT O (ribMax M 3aTeM MOXKET OBITh
WCIOJIb30BAHA B JPYyrUX MpeAMeTHbIX obsiactsax. Cucrema wmoxkeT paborats ¢
Pa3JIUYHBIMK TIPEIMETHBIME 00JIACTAMY U SI3BIKAMHU IIOCJIE 3Tarna MOP(dOIOrHUECcKOi
obpaborku. Hakowerr, crcrema /1aeT BO3MOKHOCTh KOMOMHUPOBATh CIIMCKY OIEHOYHBIX
CJIOB U3 TIOXOKUX MPEAMETHBIX 00JI1acTel it GOPMUPOBAHUS OHOIO, OOIIErO CIOBAPS
JUUIs COOTBETCTBYIOIIEH MeTa-06J1acTH.
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B nocnennee BpemMA GoJIpIINEe ycuiua OBLTH HallpaBJIEHbI HA pEeHICHUE 3ajla4y aHa/Inu3a
MHEHUU B PaA3JIMYHBIX IIPEAMETHBIX obJ1acTax. ABTOMaTI/IG}I/IpOBaHHI)Ie IIoaAXoabl K
AQHAJIN3y TOHAJIBHOCTU MOTYT OBITh IIOJIE3HBI 1A TOCYyJapCTBEHHBIX OpraHOB H
IIOJIUTUKOB, KOMITAaHUH U IPOCTBIX 0JIb30BaTEJIEH. OﬂHOﬁ U3 BaOKHEHIINX 3ajad4y,
HBHﬂ}OmeﬁCH OCHOBOU JUIAd aHaJIu3a MHEHUH B TEKCTaX, HallUCaHHbIX HA PAa3/IUNYHBIX
A3BIKAX, ABJIAETCA CO3/JaHHUE CJIOBapefI OILI€EHOYHBIX CJIOB.

B faHHOU JeMOHCTpanuOHHOUM pabore Mbl mpexactaBiasieM DomEx, cucremy 1o
W3BJIEYEHUIO OIIEHOYHBIX CJIOB, KOTOpas HCIIOJb3yeT OOydYeHHYI0 MOJeNb [y
U3BJIEYEHUS OLEHOYHBIX CJIOB B Pa3/IMYHBIX IPEIMETHBIX O0JIACTAX U HA Pa3JIMYHBIX
A3BIKAX, a TAKXe II03BOJIAET II0JIb30BaTeAM CO37aBaTh OOLIUI CJI0BAaph OLIEHOYHOH
JIEKCUKH JIJIA TPYIIIBI IIOX0XKUX obOJ1acTei.

PaGota cucTeMBl OCHOBaHAa HA HECKOJIBKHX TEKCTOBBIX KOJUIEKIUAX: KOJUIEKIUU
OT3BIBOB O NMPOAYKTAX C OIlEHKAMH I10JIb30BaTes e, KOJJIEKI[UU OMUCAHUN IPOLYKTOB U
KOHTPACTHOH KOJUIeKIMHY (HampuMep, HOBOCTHAS KOJUIEKIUs). Takue KOJUIEKIIH MOTYT
OBITh aBTOMATHYECKH cPOPMHUPOBAHBI ISl PA3HBIX IPEIMETHBIX obsacreii. Kpome Toro,
MBI HPEAIOJIOKUIN, YTO MOXKHO BBIIEJIUTh HEKOTOpble YacTH KOpIyca MHEHUH
(mampumep, o ¢uibMax), B KOTOPBIX KOHIIEHTPAIWs OIIEHOYHBIX CJIOB BBIIIE:
IIpe/IIOJKEHNs, 3aKaHYUBAIOIINECA HA «!» WM «...»; KOPOTKHE IIpe/JIOJKeHUs He bosee
yeM U3 7 CJIOB; IPEMJIOXKEHH:A, cojepxaliue cJoBo «puiabM» 6e3 Apyrux
CYILIECTBUTEJIFHBIX. YCJIOBHO HA30BEM 5TO KOPILYC — MaJIbIH KOPIIyC.

Z[JIH Ka’X0ro CJI0Ba B KOJVIEKIIUH OT3BIBOB MbI BBIYHCJIAEM H360p JIMHITBUCTUYECKHX U
CTaTUCTUYECKUX IPU3HAKOB:

e UYacTOTHBIE: YACTOTHOCTH B KOJUIEKI[UU (T.€. CKOJIBKO Pa3 CJIOBO BCTPETHIIOCH
BO BCEH KOJUIEKIUM); JAOKYMEHTHAs YaCTOTHOCTh; YACTOTHOCTH CJIOB C
60J1B110# OYKBBI; «cTpaHHOCTB» (Ahmad et al., 2009); TFIDF.

e Ha ocHOBaHWU OIIEHKH IIOJIB30BATENSI: OTKJIIOHEHHWE OT CpeIHEH OIeHKU;
JIUCIIEPCUs] OLIEHKH CJIOBA; BEPOSATHOCTH BCTPETUTHh 33JJaHHOE CJIOBO C
KasK/I0U U3 OIEHOK.

Taxxxe ObLI [[06&B]I6H Ha6op U3 JIMHTBUCTUYECKHUX INPU3HAKOB, TaK KaK OHU UTPAIOT
Ba’XHYIO POJIb B YJIYYIII€HUHN Ka4eCTBa U3BJICYCHUSA OLICHOYHBIX CJIOB:

e UYerblpe OWHApHBIX NpU3HAKA [UIA dYacTed peuyn (CyIIecTBHUTEJIbHOE,
mpusaratesbHoe, [JIaroj ¥ Hapeyue).

e JIBa GUHAPHBIX IPU3HAKA, IEPBbBIN, OTPANKAIONIUN HEOJHO3HAYHOCTh YACTH
peun (T.e. CJIOBO MOXKET YIHOTPEDJAThCS B PA3HBIX YACTAX pEYH, B
3aBHCHMOCTH OT KOHTEKCTA), U BTOPOH, OTPAKAIOIIUI IIPUCYTCTBHE CJIOBA B
cstoBape MOPGOIOTHYECKOTO aHAM3ATOPA.

e 3apaHee 33/IaHHBIH CIIMCOK NMPHCTABOK (HAaImpHMep NpHCTaBKU “He”, “6ec”,
“6e3” u T.A.). ITOT MPU3HAK SBJIATECS BAJKHBIM MH/IMKATOPOM OI[€HOYHBIX
CJIOB, HAYNHAIOIIUXCS C OTPUL[AHMUS.

Jinsa oOydeHUs aaropuTMOB HaM HeOOXOAMMO OBbLIO pa3MedYeHHOe MHOXKECTBO CJIOB.
JlJist 3TOro MbI BPYYHYI0 Pa3METUIH MHOXKECTBO BCEX CJIOB C YACTOTOH BBIIIE TPEX U3
npeaMeTHOH obsactu o ¢mapmax (18362 cyoBa). MBI OTHOCWIHM CIOBO K KaTerOpHHU
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OIICHOYHBIX B CjIy4yae €C/Il MOIJIM IIPeAcCTaBUTb €ro B KaKOM-JTHO0 OILIEHOYHOM
KOHTEKCTe.

Ms! pemanu 3azady kiaccuduUKanupd Ha [Ba Kjacca: pasfejieHne BCeX CJIOB Ha
OLlEHOYHBlE U HeOIleHOYHble. JIIA STUX Iejledl HCIOJIB30BAINUCH  CIIEAYIOLINE
anroputmbl: Logistic Regression, LogitBoost 1 Random Forest. Bce mapamerpsl
JITOPUTMOB ObUIH BBICTABJIEHBI B COOTBETCTBHHY C UX 3HAUEHHUSAMH 10 YMOJTYAHHUIO.

Vcnonb3ysa JaHHbIE aJITOPUTMBI, MBI IOJIYYHJIH CIIUCKH CJIOB, YIOPSAJOYEHHBIE IIO
BEPOATHOCTH OIIEHOYHOCTH CJIOB. JIJIs1 OIEHKHM KadecTBa 3THUX CIIMCKOB HCIIOJIb30BaIach
Mmepa Precision@n. JI7is1 cpaBHEHUsI KauecTBa pabOThl CHCTEMBI B PA3HBIX IPEIMETHBIX
06J1aCTSAX MBI HCIOJIB30BAJIN 3HAYEHUE N = 1000.

MpbI 3aMETUIIH, YTO U3BJIEUEHHBIE CITUCKH OIIEHOUYHBIX CJIOB CYIIECTBEHHO Pa3INYaioTCs
B 3aBHCHMOCTH OT aJIrOpuTMa. [103TOMY MBI PEIIMIN BBIYHUCIUTD CPEAHEE OT 3HAYEHUH
BEPOSITHOCTEM B KaXKJAOM U3 CIHCKOB. B pesysbraTte KauecTBO aBTOMATHYECKOTO
U3BJIEYEHH OIIEHOYHBIX CJIOB B 00s1acté GuiabMoB Precision@1000 cocTaBmwio 81.5%.

s UCIIOJIb30BaHUA CHUCTEMBI B HOBOW IIPEIMETHOU 06JsiacTH Heob6XoauMmo cobpaTh
AQHAJIOTUYHBIA HAbOp KOJUIEKIMH, KaK W IpeAMeTHOH obsactu o dumiapMmax. Hammwm
SKCIIEPUMEHTHI B aJallTAl[Ud MOJEIU K JPYTUM TNpPeAMETHbHIM obsactaM (KHUTH,
kommbiotepabie urpel) omucansl B (Chetviorkin & Loukachevitch, 2011). Ouenxka
KavecTBa MEPEHOCca M0Ka3asia, YTo MOJIENb JOCTATOYHO YCTOMYMBA /ISl MCIIOJIb30BAHMUS
B IpYTHX 00JIaCTAX.

JlJist ¥UCTIO/Ib30BAHUS HALIEH CHCTEMBI C IPYTUMHE S3bIKAMH HYXKHO C/IeJIaTh HECKOJIBKO
HEOOJIBINNX NU3MEHEHUH :

1. Bce BxonmHbIE [aHHBIE JOJDKHBI OBITh 00paGoTaHbl MOPQOIOTUYECKUM
aHAJIM3aTOPOM JIJIsi COOTBETCTBYIOLIErO sI3bIKA. BCe COOTBETCTBYIOIIME TATH
JIOJI>KHBI OBITh U3MEHEHBI B CUCTEME.

2. Heob6xoauMoO H3MEHHTHh KJIIOUEBOE CJIOBO JJISI W3BJIEUEHHs IMOTEHIIHAIBHBIX
OIIEHOYHBIX IPE/JIOKEHUH IIPY COCTABJIEHUU MaJIOT0O KOPIIyca.

3. Heo6x011MO0 U3MEHUTH CIMCOK IIPUCTABOK B COOTBETCTBUH ¢ 00pabaThIBa€MbIM
SI3BIKOM.

Ilocsie Takux W3MEHEHUU cucreMa 0e3 KaKOro-jnb0 JOMOJIHUTEIHHOTO OOydeHUs
MOZKeT OBITh HCIIOJIb30BaHa /11 00pabOTKHU JIPYTUX S3BIKOB.

MbI IpUMeHWIN HAIly CHCTEMY IS MPeAMETHOH obsactu 0 GuibMax Ha aHTJIUHCKOM
a3pike. JIJIS 5TOro MCIOJB30BaJIMCh OT3BIBBI M omnucaHus ¢ IMDb u HoBocTHas
kosutekiua Reuters-21578. Mcnosnb3ya stu kosuteknuu, DomEx dopmupyer BekTopa
MPU3HAKOB JJI KAXKZOT0 CJI0Ba M MIPUMEHsIET MOJIesIb, OOYUEeHHYI0 Ha PYCCKOSA3BIYHBIX
or3piBax 0 (prutbmax. KauecTBo paboOTHI CHCTEMBI IOCJIE OILEHKH COCTaBUJIO 70.5% B
COOTBETCTBUHM € MeTpukoir P@1000. Hawubosee BepOSTHBIMH H3BJIEUYEHHBIMU
AHIVIMMCKMMHU cJIoBaMM ABJstoTes: remarkable, recommended, overdo, understated,
respected, overlook, lame, u np. Hekoropsie u3 3tux cioB (Hampumep, overlook)
SIBJISIFOTCSI OIEHOYHBIMH CJIOBAMU TOJIBKO B IIPEAMETHOH 06J1acTu 0 huIbMax.
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1 Introduction

Over the last few years a lot of efforts were made to solve sentiment analysis tasks in
different domains. Automated approaches to sentiment analysis can be useful for state
bodies and politicians, companies, and ordinary users. One of the important tasks,
considered as a basis for sentiment analysis of documents written in a specific language,
is a creation of its sentiment lexicon (Abdul-Mageed et al., 2011; Peres-Rosas et al.,
2012).

Usually authors try to gather general sentiment lexicons for their languages (Mihalcea et
al.,, 2007; Banea et al., 2008; Clematide & Klenner, 2010; Steinberger et al., 2011).
However a lot of researchers stress the differences between sentiment lexicons in
specific domains. For example, “must-see” is a strongly opinionated word in the movie
domain, but neutral in the digital camera domain (Blitzer et al., 2007). For these
reasons, supervised learning algorithms trained in one domain and applied to other
domains demonstrate considerable decrease in the performance (Ponomareva &
Thelwall, 2012; Read & Carroll, 2009; Taboada et al., 2011).

In many studies domain-specific sentiment lexicons are created using various types of
propagation from a seed set of words, usually a general sentiment lexicon (Kanayama &
Nasukawa, 2007; Lau et al., 2011; Qiu et al., 2011). In such approaches an important
problem is to determine an appropriate seed lexicon for propagation, which can heavily
influence the quality of the results. Besides, the propagation often lead to unclear for a
human sentiment lists. So, for example, in (Lau et al., 2011) only 100 first obtained
sentiment words are evaluated by experts, precision@100 was around 80%, what means
that the intrinsic quality of the extracted 4000 lexicon (as announced in the paper) can
be quite low.

The sentiment lexicon extraction system presented in this demo exploits a set of
statistical and linguistic measures, which can characterize domain-specific sentiment
words from different sides. We combined these features into a single model using
machine learning methods and trained it in the movie domain. We argue that this model
incorporated into our system can be effectively transferred to other domains for
extraction of their sentiment lexicons.

Stressing the differences in sentiment lexicons between domains, one should understand
that domains can form clusters of similar domains. So a lot of sentiment words relevant
to various product domains are not relevant to the political domain or the general news
domain and vice versa. For example, such words as evil or villain are not applicable to
all product domains. Therefore we suppose that gathering a specialized sentiment
lexicon for meta-domains comprising several similar domains can be useful for
researchers and practitioners.

In this demo paper we present DomEx sentiment lexicon extractor, which utilizes the
trained extraction model to different domains and different languages and allows users
to create a joint sentiment lexicon for a group of similar domains.
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2 Training Model for Extraction of Sentiment Lexicon in a Specific
Domain

Training of the sentiment lexicon model is based on several text collections, which can
be automatically formed for many domains, such as: a collection of product reviews with
authors’ evaluation scores, a text collection of product descriptions and a contrast corpus
(for example, a general news collection). For each word in the review collection we
calculate a set of linguistic and statistical features using the aforementioned collections
and then apply machine learning algorithms for term classification.

Our method does not require any seed words, and is rather language-independent,
however, lemmatization (or stemming) and part-of speech tagging are desirable.
Working with Russian language, we use a dictionary-based morphological processor,
including unknown word processing. Below in the text we will say only about
lemmatized words.

The basic model is constructed for the movie domain. We collected 28, 773 movie
reviews of various genres from the online recommendation service www.imhonet.ru.
For each review, user’s score on a ten-point scale was extracted. We called this collection
the review collection. We also required a contrast collection of texts for our
experiments. In this collection the concentration of opinions should be as little as
possible. For this purpose, we collected 17, 680 movie descriptions. This collection was
named the description collection. One more contrast corpus was a collection of two
million news documents. We had calculated a document frequency of each word in this
collection and used only this frequency list further. This list was named the news
corpus.

We also suggested that it was possible to extract some fragments of reviews from the
review collection, which had higher concentration of sentiment words. These fragments
may include: sentences ending with a “!”; sentences ending with a “...”; short sentences
(no more than seven word length); sentences containing the word «movie» without any
other nouns. We called this collection the small collection.

Our aim is to create a high quality list of sentiment words based on the combination of
various discriminative features. We utilize the following set of features for each word:

o Frequency-based: collection frequency f(w) (i.e. number of occurrences in
all documents in the collection); document frequency; frequency of
capitalized words; weirdness (Ahmad et al., 2009); TFIDF.

e Rating-based: deviation from the average score; word score variance;
sentiment category likelihood for each (word, category) pair.

Some linguistic features were also added to our system because they can play crucial role
in improving the sentiment lexicon extraction.

e Four binary features indicating word part of speech (noun, verb, adjective
and adverb).
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e Two binary features reflecting POS ambiguity (i.e. word can have various
parts of speech depending on a context) and feature indicationg if this word
is recognized by the POS tagger.

e Predefined list of prefixes of a word (for example, Russian prefixes “ne”,

“bes”, “bez” etc. similar to English “un”, “in”, “im” etc.). This feature is a
strong predictor for words starting with negation.

To train supervised machine learning algorithms we needed a set of labeled sentiment
words. For our experiments we manually labeled words with the frequency greater than
three in the movie review collection (18362 words). We marked up a word as a sentiment
one in case we could imagine it in any opinion context in the movie domain.

We solved the two class classification problem: to separate all words into sentiment and
neutral categories. For this purpose Weka! data mining tool was used. We considered the
following algorithms: Logistic Regression, LogitBoost and Random Forest. All
parameters in the algorithms were set to their default values.

Using this algorithms we obtained word lists, ordered by the predicted probability of
their opinion orientation. To measure the quality of these lists the Precision@n metric
was used. This metric was very convenient for measuring the quality of list combinations
and it could be used with different thresholds. To compare quality of the algorithms in
different domains we chose n = 1000. This level was not too large for the manual
labeling and demonstrated the quality in an appropriate way. We noticed that the lists of
sentiment words extracted by the algorithms differ significantly. So we decided to
average word probability values in these three lists. Combining three classifiers we
obtained Precision@1000 = 81.5%

As the baseline for our experiments we used the lists ordered by frequency in the review
collection and deviation from the average score. Precision@1000 in these lists was
26.9% and 35.5% accordingly. Thus our algorithms gave significant improvements over
the baselines.

3 Model Adaptation. Meta-Domain Sentiment Lexicon

To adapt the model to a new domain it is necessary to collect similar data as for the
movie domain. Our experiments in adaptation of the model to other domains (books,
computer games) are described in (Chetviorkin & Loukachevitch. 2011). For all words in
a particular field (excluding low frequent ones) we compute feature vectors and
construct a domain word-feature matrix using them. We applied our classification
model, which was trained in the movie domain, to these word-feature matrixes and
manually evaluated the first thousand of the most probable sentiment words in each
domain. The results of the evaluation showed that the sentiment lexicon extraction
model is robust enough to be transferred to other domains.

Many domains can form groups with similar lexicons. So many similar sentiment words
can be applied to various products. Therefore it is useful to generate sentiment lexicon
for such a joint domain — meta-domain.

* hitp:/www.cs.waikato.ac.nz/ml/wekal
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Constructing the general sentiment lexicon from several extracted domain-specific
lexicons we want to boost words that occur in many different domains and have high
weights in each of them. We propose the following function for the word weight in the
resulting list:

z 1 1 POSs (w)

R(w) = max( prob (w)) Y W

where D — is the domain set with five domains, d is the sentiment word list for a
particular domain and |d| is the total number of words in this list. Functions proba(w)
and posa(w) are the sentiment probability and position of the word in the list d.

The meta-domain list of sentiment words created in such a way consists of words really
used in users’ reviews and its creation does not require any dictionary resources.

4 System Functionality and Architecture

Thus DomEx extractor has the following functionality:
e Extraction of domain-specific sentiment lexicon (see Figure 1).
e Construction of a joint lexicon for several similar domains.

e Application of the model to other languages.

Small
— Collection
LogitBoost
Domain-specific "\
Reviews \ /"
Feature Logistic 5 Opinion
Extractor :> —> |[Regression Average Words

Domain-Specific
Descriptions / /
Feature Random
/ Vector Forest

DomEx

i

)
|
|

General News
Document F y

FIGURE 1 —System Overview. Double boxed items are system components and single
boxed items are text files

To utilize our system for another language some minor changes should be made:

1. All input data collections should be pre-processed with corresponding POS
tagger and change appropriate tags in the system.
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2. Changing the key word for extracting potential opinion-bearing sentences
during the construction of the small collection (see Section 2).

3. The list of sentiment-bearing prefixes should be specified for a specific language.
These prefixes should indicate potential opinion words, for example “un”, “in”,
“im” in English.

After such changes our system without any additional learning can be transformed to
process texts in other languages. The most difficult part is to collect appropriate amount
of reviews and descriptions of entities in the specific domain and language.

As an example, we utilized our system for English language in the movie domain. We use
the review dataset from (Blitzer et al., 2007), but take only reviews from the movie
domain. As contrast collections we used plot dataset freely available on the IMDb2 and
Reuters-215783 news collection. Using these datasets DomEx computed the word-
feature matrix following the previously described procedure and applied our model
trained on the Russian movie reviews. The evaluated quality of obtained lexicon was
70.5% according to P@1000 measure.

The most probable extracted English sentiment words in the movie domain were as
follows: remarkable, recommended, overdo, understated, respected, overlook, lame,
etc. Some of these words (for example overlook) are opinion words only in the movie
domain.

Conclusion and Perspectives

In this paper we presented DomEx sentiment lexicon extractor, in which a new approach
for domain-specific sentiment lexicon extraction is implemented. Sentiment lexicon
extraction is based on the machine learning model comprising a set of statistical and
linguistic features. The extraction model is trained in the movie domain and then can be
utilized to other domains. The experiments showed that the model can be transferred to
other domains and had good generalization abilities. The system can work with various
domains and languages after a part of speech tagging.

Finally, the system gives possibility to combine the sentiment lexicons from similar
domains to obtain one general lexicon for the corresponding meta-domain.
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