An Example-based Japanese Proofreading System for
Offshore Development

Yuchang CHENG Tomoki NAGASE
Speech& Languagelechnologied aboratoy of MediaProcessindSystemsLaboratories
FUJITSU LABORATORIES LTD.
4-1-1 Kamikodanaka, Nakahakai, Kawasaki, Kanagawa 28588, Japan
cheng. yuchang@p. fujitsu. com nagase.tonmoki @p.fujitsu.com

ABSTRACT

More than 70% of Japanese IT companies are engaged in the offshore mientlop their
products in ChinaHowever, a decrease in the quality of the accompanying Japanese engine
documentation has become a serious problestaerrors in Japanese gramm@aproofreading
system is therefore required for offshore development cd$es.god of this research is to
construct an automatic proofreading system for the Japanese languagartha¢ usedni
offshore developmentWe considered an examgbased proofreading approach that ca
effectively use our proofreading corpus and simultaneqursigess multiple types of errdrhere
are three main steps in the proofreading sysfémy are the search step, the check step and 1
replace stepWe will make a demostration for the proofreading systemsamilated the use of
our examplebased approactihe results show that using the entire corpusrealuce the errors
by over 66%.
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1 CondensedVersionin L2 —27 ¥ a TERMIT O BARAZBEIRES AT A

AFTlE, A7 v a 7HEETOAARFABKIEV AT LOMBEEZEME LT, BER
JEa— RS2 & GRCRA LT, 130 TEEOBMZ R TE 2 EH~—20D
BEFEERE L.
ﬁb@*.A&ﬁ%@Q%LtHﬁﬁﬁﬁii@&EEW%%&;,%.A REREERE 1T
X5 HARFEBRM N Z — /@%ﬁ%ﬁoﬁ«mmgzmaTmmz_ D EORRE L E
FrFELDD. HEMTCEOKIEIZBNT, KHIAD OBEREHOE) V‘EO)&Eﬁnqzﬁ
B THDH. LonL, BRlORIENTOMOEDICHELEZ T DAl EEA R L
BEFENCARITIRTE T D85A, AF TR ORZ — 2 & — it L TRIEL— V& 1ERK
THZERRHETHD. F2T, BaIREBELZZDOEE AT ARFIAALTLE
BEBBET 2 FHIN—2ADKIEFIEEZZRZ L. FHN—2ADOKIEFIETIIREOK
EFINLETH L0, EBEOLT7 v a THRBERMICBWTEBO T TEEINIZKED
WIEERBEZAFETHZLICEY, ZOREFELZFERTE 5.

FEHHELT ) FHIR—ZADKIES 2T I (FAGURELIZMR) 1ITABLE 10D L 5 2B H e 5
WIEBEE o — A &>, WIELEE, 1) FROHE, 2) FHOF=v 7, BLO 3)
KB LDEZELDAT v FnbiRb.

E9, AT v 7 1) T, QIR CORFBREEEEF— L L, &EEW:—AXL
[ CHLEE KT IS 2 B o Rl 2 iR 9 5. BBRSRIHC K o TEE O FHIH AR
HIENDD.

AT v 2) TIE, AT v F1OMBHEROBRGEM OIS L, FHID LR L OR
UM TEBNE I DEWRT S, ZORAIE, WHEMNEERERS (EEAOX)
& DILBIY D EFIF O IEE BTN D2 E S haHeRT 5. WHTEZHET 5
B, WEBOFRDLEEWHSERE O TSSO —BELFHET 5. —BUEDRHEIC
iﬁwmﬁﬁaﬁ%ﬁAmw BT 250 H 0, REIIALERICRET S, X0
BB TAEEDE F AR MERT BTN B ST DR IE IS5 T & 20 L S,
A SR SEIR S S .

AT w7 3T, AT v 2CF =y 7 SnTEAFRABERZ AT, BRIEFFOEE
ik & RIS LA ET 5.

FHIR—ADRIETFEDORRIRETRD7120, FHN—ZAFEOFBHRRICETH I
a2 b—va vk {Tolz (TABLE 3, TABLE 45M) . B2 FHIkAE 7 o 4 L THEIRL,
WIEAT v ZITHENT 2 MBI 2 BBl 2l - 72, KRIEa— Ak z
T5E, BMADEEWIIRIETE DI &V L7z

Before proofreading 3| D o 21— R E#/ZS TR
sentence (There is no codeonverting of the argumeint.

After proofreading| 5% 80 o1 — K Z#[DELETE] £ LTV R0
sentence (The argument is naodeconverted)

TABLE 1 —a proofreadingxample of theorpus(t 1E & /i > i)
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Category Definitionsof the proofreading typés: IE ™ 4y%5) | Count
Category 1 Erratumandomission of a wordi®5, M) 316
Proofreadinghe errors that | Alphabet misspelling = ~/L 3 =) 49
are interferewith — -
understanding contextic Thiaimblguty betweenChineseand JapanesgH | 142
BRFRRIC KR s [T
Y OIETE) \{oigred soyrnd,_ EIlongrvowel, anehis-pronunciation| 239
(Totalcount 1060/ 8404 = | (T, K, #ETH)

11% Semaitic mistakeof words(E R V) 255
Kanakaniji conversion mistak@)» 72 Z5#472 0 ) 59

Category2 Particle additior(85l:E0) 720
Proofreadinghe errorghat | pgicle deletior(#hFAHI4) 401
Chinese native spealeer - pe—— 2907
usuallycommit (+ [E 35 Particle changéBh#Zs i)
AL LR Verb tense and aspe@zifiil & 7 < ~2 k) | 205
DI IE) Active andpassiveof verbs(AE#&h & 5 ) 290
(Tootal count 5096/ 8404 = | confusion of noun phrase and phrasal a4 | 573
53% L Bl ) ORI
Category3 Chinese character, hiragana, and declensional | 674
Proofreadingnappropriate | ending(i5, OH 2372, %0 {4)
expressiosin engineering "o jioquialism(/1 25 187
documenrs (BefifiSCiE & L - .

B = bA 123
RS A EEOKT) Figure and unit(x & HAr) :
(Total count Formal speech/Casual sped@h{t i {4) 76
2223/ 8404 =23%) Technical terra (B£[93E 267

Vocabulary meaningiE &) 896

Category4 Shortening of verbose texit & 45 f) 350
Proofreading the Sentence structureorrecton (S E(E E) 809
incomprehensibleentence - tor(EALED 106
structure and logiC i Information addition(I# #:E 1)
LERBLOKIE)(Total
count 1265/ 8404 =13%)

TABLE 2 —proofreading typeand thecountof correction history(F& ¥ 4y36 0D & 3§ & )

distribution
11%
51%
21%
17%

Category
Category 1

Category 2
Category 3
Category 4

TABLE 3 —the distribution of

Do)

Corpus size| Sim1 | Sim2 | Sim3 | Sim4 | Sim5
0 0.0%| 0.0%| 0.0%| 0.0%| 0.0%
1000 33.3%| 32.7%)| 30.1%| 34.2%| 36.3%
3000 49.7%)| 53.2%| 47.1%| 55.8% | 52.9%
5000 57.6%| 58.5%| 57.3%| 62.3%| 59.9%
8082 65.8%| 65.8%| 65.8%| 65.8%| 65.8%

TABLE 4 —the resulof thesimulation ¢ I = L — = U
the testing dataf % 5 —%  #)
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2 Introduction

With the advancement of corporate globalization, the outsourcing of syltealopment to
foreign countries (e, offshore development) has increased in IT compaMese than 70% of
Japanese IT companies currently have the offshore development gfrduhicts in Chinawith
respect to offshore development in China, there is an increase in cases athereChinese
engineers are employed by the offshore vendor in both the software deeatgphase and the
design phaseThis means that a large proportiof the engineering documentation, such as tt
specifications and technical reports, are created in Japanese by Chinese natigerseng
Generally, the engineers who prepare the documentation are very proficigkatpamese.
However, this has been accompanied by a decrease in the quality of the engine
documentation due to misuse of the language used by the purchasee padthaser is required
to manually proofreadthe engineering documentatiof.o reduce the cost of manually
proofreadhg, there is a need for the development of a “document proofreading systam”
automatically proofreads the documentation in the language of theaparchhe goal of this
research is to construct an automatic proofreading system for Japdmelsean be utilizé for
offshore development.

Recently, proofreading technologi¢sr error detection, correctiorf)jave been considered as
applied technologiefor the machine translation and the language educadflany recent studies
have focused on proofreading for Esglias a Second Language (ESL) learifemsmi et al,
2003 Han et al. 2006; Gamon et al., 2008; Gamd)10. Other researche@Oyama and
Matsumoto, 2010; Imaeda et ,aR003; Nampo et al., 2007; Suzuki and Toutand®@06G
Mizumoto et.d, 2011) focus on errors that are more common to Japanese learners, such as
particles.The error correcting corpora used in previous works (regarding Japanese@amd S
Language (JSL)) was acquired from essays, examirsatiord social networlservices Thee
corpora include all types of error made by all levels of Japanese “learii@ssimpractical to
cover all such in the construction of eopfreading systemWe assume that there are limited
types of error made by the native Chinese engineers, and concentrate on soncecapegifries
(because the engineers are not Japanese “legrners

We had analyed a Japanese proofreading corpus that provides a history of proofreading
offshore development in Chin&heng, 2012)According to our findingsmost type of errors
mentioned in the proofreading corpus relate to the misuse of partidegver, the misuse of
particles usually occurs together with other types of errors in the samtense(seeTABLE 1),
and it is difficult to define general rules for the proofreading of these neuttipes of erras. In
this demq we will make a demostration odin examplébased proofreading approach five
multiple types of erra. This examplebased approach requires a sample collection, and ¢
proofreading corpus can be directly used for the exaivgded approache can adopt the
examplebased approach in English any other language, as long as there is a proofreadi
corpus in théanguage.

3 Anintroduction of Japanese proofreading arpus in offshore development

We had analyzedhe Chinese nativengineersmisusetendencyof Japanese the proofreading
corpus (Cheng, 2012)The corpus is a history of proofreading written by a matiapanese
proofreader who has experience in the correction of engineering documerstsegdrbp native
Chinese engineers in offshore developménir proofreading corpuscludes 804 examples,
which were collecteérom 519 documentsThese documents wepeepared by 20 engineers who
have successfully passed the N1 level of the Japdrespiage Proficiency TeqULPT:
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http://www.jlpt.jp/e/guideline/testsections.himWe assume that the error tendencies noted
these documents normally occur in all of the engineering documentation ioffgi®re
development industry.

A proofreading example contained in the proofreading corpus is showrrere 1. The
proofreading example includes the before proofreading sentamtethe result after manual
proofreading.Many of the proofreading examples involvetlltiple types of errofike this
example in the proofreading corpWe classified the proofreading examples and investigat:
the distribution of the proofreading types in the corpus.

TABLE 2 shows the distribution of the proofreading corpl®ie largest category of the
proofreadingis Category2 that occujes about 53%(5096/9644) more than the entire half.
Category 2 includeshe proofreadingof particlesand the verbThis observation is similar to
previous work (Oyama, 2010), but we found that the ratio of this typeamfiarthe proofreading
corpus is more than in Japanese leamerror dataThe next largests Category3 that occues
the entire 23%42223/9644) Category4 accounts fol3% of the whole, an@ategoryl accounts
for 11% of the wholeBecause Category 2 errors occur most frequently, we know that altho
the engineers have high Japanese proficiency, iffisudi to become proficient in the usage of
particles and verbs.

4  The Demastrating System—An Example-basedproofreading approach

Many example®f our proofreading corpusclude multiple types of errors in a single sentenct
It is difficult to introduce rules for proofreading multiple typeseabrs.By contrast our corpus
is not large enougtof normal machine learneigecausesome proofreading examplescuronly
once and it causes thiata spams problem To effectively e our proofreading corpus, we
considered an exampbased proofreading approach instead of using the malgamng
approach.

4.1 The systemflowchart

FIGURE 1 shows the system flowchaand the process of proofreadirithis system includes a
proofreading corpus, which includes the original sentencediides error or misuse) and the
proofreadingresult. The system proofreads wide types of errors and misuse by searching
corpus to find the useful examplé&here are three main steps in the proofreading systaey
are the search step (the p@tin FIGURE 1), the check step (the pa#) in FIGURE 1) and the
replace step (the pa® in FIGURE1). The flow of the proofreading approachdisscribedss the
following paragraph

Thetarget proofreading documents amputted into the systenand therthe system divides the
document to sentences and processes the sentences respg@heveartD in FIGURE 1). Then
the system will do several processesreéquire information for proofreading (the p&gt in
FIGURE1).

These processes include morphological analysis, dependersiygoand the Semantic analysis.
In the part® (search step)the system searches the proofreading corpus to find the us:
examples for the proofreading, here the system will usembephological anddependency
information to searchlhe search resulossiblyhavemore than one example.

In the part®, the system checks the search example in searclstegtimating theimilarity
of the words in the target sentence and the proofreading exathphese is no similar example
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in part® and @ (after check step, it is possible that the searching resulteeeted, the
system will back to the paf® to processhe next targetentencelf the search results pass the
check stepthe proofreading example can be used to proofread the samfence

In part® (replace step), the system witefer to the before sentence and the aftertencef
the proofreading example to proofreading the target sent€hisemeans that theystemwill do
“similar’ proofreading to the target as thmof-reader waslonein the exampleThen the system
outputs the proofreading results of the target senténagext section, we describe more detai
about the main steps of the proofreading system.

(2Do the Morphological analysis, Parsing
Theta'get JL g::'::‘c:';e target and Semantic analysis of the target
documents sentence
. Proufveadmg corpus )

(@Search step: Search the useful proofreading N
| Before After J ——1 example for the target sentence in the ®Chefk ste"u Chisclt vlslt:‘f'
proofread proofread proofreading corpus example really appropriate’
(B)Replace step: Replace
. » h
the proofreading part in the ®Output the
o —— proofreading result

FIGURE 1 — Theflowchart of our exampkbased proofreading system

4.2 Themain steps of the exampkbdased approach

Proofreading target: /A2 A—2D X R FIIRMILSIH TV,

. Search the suitable proofreading
example in the corpus

Check the similarity of the word
pair using the semantic information
S

(target sentence)
(the example before proofreading)
(the example after proofreading)

/&0 TR /L\/j
Sh/ TS /NS
Sh/ TV /LN /

w— - Replace the proofreading part of the
" target according to the example

Proofread result: / \7)‘—7)5‘23—5']1%&311'(!."4“

(The parameter hes not been string converted, |
FIGURE 2 —an example of the examplsed proofreading approach

FIGURE 2 shows an example of the examplesedoroofreadingapproachThe input sentence’ <

T A—H OXFHERHIE X TV eV, (The parameter has not besining converted.” is
the proofreading targeThe systenanalysedthe target sentence, than searched the corpus ¢
found a possibly useful examplBéfore: 5| %% = > =1 — Rifizifald STV 720 — After: 5]
BT a— RZEH S LT eV (The argument is natonvertedthe encoding”. Then the
system proofread the target sentence using the similar replacememrt é@xatmple.That is,
changingthe particle*?(no)” in the target to the particle?s(gay, changing the word#ixffi
(conver)” to the word" % ffi(converty, and deléhg the particle'iX(hay. Therefore, thearget
sentencebecame to' /X7 A — ¥ NP ICFHIZEHE X 4L TV 7220 (The parameter has not beer
string converted)”. In our approach, if the proofreading example occurs once in the corpus,
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systemcan use the example to proofread a risimilar’ sentenceTherefore this approach can
use the proofreading corpafficiency.

Search Step “Is there any useful proofreading example for the target sentence in the
proofreading corpus?”

-The result of dependency parsing of Extracting -The search key pair and the search result
the target sentence: the keywords (4,45 x—2 8 xF71: nothing
TS A—EOXEIEREERTOELY, | l%g @XFH & nothing

¥ ¥ 4 (BRI &e(V): found the example!

IS5 A— 8/ )T/ 14/ T, / L

[Refnm prootreading sentence lslnm::;:\—h‘k‘zntufxu |
st prooieading sentence  [gifR@Ta—FhBHSh TN |

FIGURE 3 — The search key word of the target sentence and its rearch results

In this step, the system uses the dependency analysis results of étes¢antgnceFIGURE 3
shows the search kemprds and the search resulthe system used the substantives and tt
declinable words that have dependency relations in the target sentence to seanguth@ren
prodreading examples in the corpus should also be asdlyith respect to the dependency
structure and semantic structulteshould be noted that the system does not only search the st
of the keywords, but also searches the morphological informatiorsementic information of
words, such as the keyword pdd. If the before proofreadingsentencehas a dependency
relation that is similar to the keyword pair, the examplesédected as a candidate for
proofreading the target sentencE&URE 3 has only one search result, which is the example
TABLE 1. If there is no search reguthe system reverts to paetin FIGURE 1 to process the next
target sentence.

Check Step “I s the example really appropriate?”
1 } ]
Target sentence: /\TXA—4/0)/ XFEHI/&EHR/ 1L/ EN/TULELY .
v [ + )
Before proofreading sentence: 31%/0)/ T a—F/§xif/ (X7 &N/ TLVELY/,
After proofreading sentence: BI81/HY/ T Va—K/EH/  Sh/TLVELY,
: it

FIGURE4 — The dependency structure of target, and before / after sentences

After searching the corpus, sonfpossibly) useful examples for proofreading were found
However, not all of these examplare useful for proofreadingn this step, the system checks
two conditions regarding the examplghe conditions are “Is the exafapsimilar to the target
sentence?” and “Can the target replace #ample?”Considering the example FIGURE 4, the
target sentence should be similar to ltleéore proofreadingentene. Also, there should be parts
of the target sentence that can be replaced to changeftire proofreadingentenceo theafter
proofreadingsentence

For checking thdirst condition,the system considethe similarity of the corresponding words
in the dependency structure between the target sentence and the before pngofesatdinceln
this case, the system checked Wrd pair “/X7 2 —#% (parameter)/ 5|#% (argument) and
“3CFH (string) / = =2 — K (encodng)”. The similarity ¢ the word pair is calculated
according to the followingquation:

® Similarty = o X Txt +~ WordLen + 8 X Syn +y X Sem
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Where:

® ¢, B, vy : Thecoefficientsthat can be changddr different proofreading corpus andanual
tuning

Txt: The editdistancebetweerthe words

WordLen: The count of the character of the words

Syn:The distancéetween thevordsin the dependencstructure

® Sem:The distance of the semantic class between the words, it can be tuning ynanuall

If the similarity is smaller than a threshold vajubeproofreading example will be excludethe
threshdd value can be set manually for different situation, such as the different indus
company or projectin this case, the word pait’XZ A — % (parameter) /5|#% (argument)
and“ 3 7% (string)/ = > = — K (encoding) havesimilar usagein this offshorevendor

To check the second condition, the system comparesdnghological sequences of thefore
proofreading sentenand theafter proofreadingentenceln FIGURE 4, the subsequence 5| %%
(argument)/ ®(no) /” is changed td 5%k (argument) %3(ga)/, and the susequence fiiffi
(convert)/ % (ha) /" is changed toZ: ff2(convert). Then, the system can use thebsequencén
before proofreadingentenceto rewrite the sulsequencen the target sentencéd. there is no
need for the rewritten stdequence in the proofreading example, this example will be exclude

ReplaceStep Replace the proofreading part in the target sentence

After the checking step, the remaining examples can be used tbepbdhe target sentence.
The subsequence that is rewritten in the proofreading example can be used deading.
Considering the case FIGURE 2, the system can proofread the wotdSZ A — % /D/" to “/~

Z A =AM, and the sutlsequence 5|44 (argumenty>(no)! is changed td 5| 4/23(ga)/.
Then, the system replaces all replaceablessgjuences ahoutputs the proofreading restits

T A= PLTINEHBES TR, (The parameter has not been string convrted

5  Systemperformance — asimulation

As described in sectioh.2, the system requires several coefficients for the checklstepever,
the coefficientsand threshold valueneedto be tuned, but this is currently difficult, as more
examples are requiredrftuning.In this paper, we made a simulation that can estimate the up
limit of the recall.This simulation followed the approach that we described in setibat the
check step is performed manualljhat is, when the system checked the similarity betwet
words, we judge the word pair manually.

The testing data which includes 324 examplesjs a part of our proofreading corpushe
distributionof thetestingdatais shown inTABLE 3 andis similar to thedistributionof the whole
corpus.The remaiing part of the corpus (8080 examplesysedto proofread the testing dat

We repeated the simulation five times, and the results are sholwsig 4 (from the column
“Sim 1" to “Sim 5'). To investigate the relationship between the scope of the proofreading
the size of the proofreading corpus, we randomly selesetencesn severalsizesfrom the
proofreading corpus in each simulatiorhe sizes are shown in the first column TaBLE 4.
TABLE 4 shows that use of the entire corpus can redu@ @&6the errors.The proofreading
result obtained by using a random part of the corpt®msogeneousNe can consider that the
distribution of the entire corpus is alsomogeneous
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