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ABSTRACT

In this paper we present computational models to commadabilityof Indian language text
documents. We first demonstrate the inadequacy and the consequelitafefly of some of
the popular readability metrics in English to Hindi and Bangla. Next, we pressant
experiments to identify important structural parameters of Bangla and Hindiaffeadt
readability of texts in these two languages. Accordingly, we propeselifferent readability
models for each Bangla and Hindi. The models are tested against a secondf nesgrdstudies
with completely new set of data. The results validate the propose models. €dmpahe
handful of existing works in Hindi and Bangla text readability, thisspgpesents the first ever
definitive readability models for these languages incorporating their saliectusadufeatures.
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1 Introduction

Readabilityof a text generally refers to how well a reader is abEtoprehendhe content of a
text, through readingStudies have shown that easy to read texts improve comprehens
retention, reading speed and reading persisténdhis paper we have used the temmadability
and comprehensibilityinterchangeablyReadabilityis a complex cognitive phenomenon. The
cognitive load of a text for a reader depends on the characteristics of a tdekililed choice,
syntactic and semantic complexity, discourse level complexity as well e drackground of
the user.

The quantitative analysis of English text readability started with L.A. Siveim1880 (Sherman,
1893. Till date, English has got over 200 readability metriddow there are formulas for
Spanish, French, German, Dutch, Swedish, Russian, Hebrew, Chinesamése and Korean
(Rabin et al., 1988). The existing quantitative approaches towards predézaepility of a text
can be broadly classified into three categories (Benjamin, 20tayitional methods
incorporate the easy to compute syntactic features of a text like sentenbe panagraph length
etc. The examples are Flesch Reading Ease Score (Flesch, 1948), FOG intergGLP68)
Fry graph (Fry, 1968), SMOG (McLaughlin, 1969) etc. The chronologicelyer formulas like
new Dale-Chall index (Chall, 1995), lexile framework(Stenner, 1988DS-TASA(Learning,
2001, Read-X  (Miltsakaki and Troutt, 2007) consid&e readers’ background and text
semantics;cognitively motivated methods use high level text parameters like cohesion ar
cognitive aspects of the reader. Proposition and inference modésdKiand Van Dijk, 1978)
prototype theory (Rosch, 1978), latent semantic analysis (Landaatr &898), semantic
networks (Foltz et al., 1998) are examples of this category. Thesoyapproach introduced text
levelling or text revising methods (Kemper, 1988itton and Giilgéz, 1991). Two distinguished
instances of this class are Coh-metrix (Graesser et al., 2004), eafxkllite software (vor der
Bruck et al., 2008)the third class of approaches incorporate the powenazhine learning
methods and probabilistic analysis. They are useful in determining online reagdiaked on
user queries (Liu et al., 2004) and predicting readability of wets {@ollins-Thompson and
Callan, 2005 Collins-Thompson and Callan, 2008i and Callan, 2003). Sophisticated machin
learning methods like support vector machines have been used tdyideathmatical patterns
within a text and classification based on it (Heilman et al., 2008).

However, we posit that language plays an important role in the studgadfbility and the
corresponding measures. It has been seen that the first languageneyfincreases learning
skill and comprehension (Oakland and Lane, 20@\ery language has its own unique
properties and any effective metric of readability should be tailored teessldanguage
specificities. Some of the specialties of Bangla and Hindi, as compared with Eaglishat
these languages are very reach in morphology; they have differenegramaracteristics and
their orthography is more phonemic than English; they are hedddiwh allow free order
sentence generation.

Research towards development of readability measures for Bangla and Hitdi is its
infancy. No definitive model of predicting readability in Hindi or Bangla hasnbproposed in
literature yet. Bhagoliwal (1961) applied the Johnson (Johnson and B@®@), Flesch Reading
Ease, Farr-Jenkins-Paterson (Farr et al., 1961) Gunning FOG formulas to 31 short stories i
Hindi. In 1965, he examined the features of Hindi typographsctffg the legibility of Hindi
texts (Bhagoliwal, 1965)Agnihotri and Khanna (1991) applied the classical English formulas
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Hindi textbooks and studied the relative ordering of the predictions againsevaaations.
They concluded that along with surface features, readability of a text depreitddinguistic and
conceptual organisation. In Bangla, Das and Roychoudhury (20G8gdta miniature model
with respect to one parametric and two parametric fits with respecbtsttuctural features of a
text: average sentence length and number of syllables per 100 v@&asn paragraphs for sever
different texts were used. They found the two-parametric fit as bettermert

In this paper, we first show that the distinguishing features of BaydaHindi render the
readability models for English untenable for these languages. We rmoeéed to develop
readability indicators for Bangla and Hindi to predict ovedificulty of a text perceived by a
native user of the concerned language. Our study is based sinubtiiralfeatures of a text. &/
have identified three major parameters that contribute to text readability in thesagdasg
Finally we propose two models for each of Bangla (RB1, RB2Hindi (RH1, RH2) involving
those features.

The organization of the paper is as follows: section 2 defines the featadextfconsidered in
this study, section 3 details the Indian language texts segtthn 4 shows the problem of using
English readability model in Bangla or Hindi, section 5 death the details of user studies and
model building. Finally section 6 offers validation and discusédtlowed by conclusion and
perspective.

2 Structural parametersof atext considered in the study

We have considered the following standard structural parameters of a teustomized them to
accommodate the specificities of Hindi and Bangla:

1. Average Sentence Length (ASL): Total number of words divided by total number of
sentences.

2. Average Word Length (AWL): in terms of visual units: Along with dedicated
graphemes for consonants and vowels, Bangla and Hindi scripts haeeasdlitional
graphemes corresponding to the vowel modifiers (diacritic) and consongnhatsn
(jukta-akshars)We consider each kind as a separate visual unit of a word whict
equivalent to each alphabet in an English word. The length of a woresponds to
total number of visual units in that word. Average Word Length islegutotal word
length divided by number of words.

Example: MRF =M+ JF+R+& Length =4
nafafi=fa + ar+ fa+ fr Length =4

3. Average number of Syllables per Word (ASW): Average number of Syllable per
word is equal to total syllable count divided by number of words.

4. Number of PolySyllabic Words (PSW): Polysyllabic words are the words whose cour
of syllable exceeds 2.

5. Number of PolySyllabic Words per 30 sentences (PSW30): PSW normalized for 30
sentences.

6. Number of Jukta-akshars (JUK): jukta-akslar or consonant-conjunct is consonant:
occuring together in clusters. When a consonant with a halant (hasant&wsdoby
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another consonant, we consider it as one jukta-akshar. The numhetasbkshars
count is the total number jukta-akshars present in the text. The méaswrmalized
for 50 sentences. Jukta-akshars are not present in Englishe selation between
juktakshars and text readability has not been examined before.

Example: IT&fT = & + <T + & + 2 + ¥ + <7 (jukta-akshars count=1)
gy =f + T+ F + +F +0T  (jukta-akshars count=1)

3  Text selection

Sixteen Hindi and sixteen Bangla texts are selected for the experinetextd) and validation
(5 texts) purpose. They cover a broad range of documents typesgsteom new paper article,
short stories, interviews, and blogs to philosophical articles. So we carigantre model for a
variety of text types. Excerpts of length varying from 400 @060Lwords are chosen randomly
from the texts to examine the parameters responsible for text readabdigé of short as well
as long documents. The texts are numbered from 1 to 16 arbitrarihearaforth will be
referred by the text number only.

4 English readability models applied to Hindi and Bangla documents
We have considered the following four models to examine their applicabilityaigl® and

Hindi, the reason being their high correlation with the established compgreheests in English
(DuBay, 2007 McLaughlin, 1969):

1 Flesch Reading Ease =206.835 — (1.015 x ASL) 3 Gunning FOG grade=0.4
: — (84.6 x ASW) : (ASL+ PSW)

2 Flesch-Kincaid Grade-L evel = (0.39x 4 SMOG grading = 3 + square
’ ASL)+(11.8 x ASW)-15.59 ' root of PSW30

TaBLE 1-English readability formulas

Although these readability models have been applied to several langwibesatisfactory
results (Bamberger and Rabin, 1984), in our case, out of besntts are found. As an instance
reading score of Flesch Reading Ease should lie in the range 6f @fi€reas for the Hindi or
Bangla texts, its value is more than 150. Grade levels of Flesch-Kincaid Ceael are not even
positive. Grade levels evaluated by Gunning Fog Index and SMOG Index ligofartfie
expected grades as obtained from user study. The disagreement on thearahesttributed to
the significant differences in the language structure of English amdi,HBangla as pointed out
in introduction. Therefore, we need to start from the scratch in orddevelop readability
metrics for Bangla and Hindi texts based on structural properties of text.

5 Readability indicator for Bangla and Hindi
As discussed at the end of the previous section, we have dededopirely new readability

metrics for Bangla and Hindi based on structural features of a text. én torédichieve this, we
have conducted user studies and subsequently built models based orréiseilitsst
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511 Participants

24 native speakers of Hindi and 24 native speakers of Bangla participated usethstudies.
Their age group ranges from 24 years to 37 years. 37 ofdherfinom science and engineering
background, 10 are from the humanities stream and 1 pergomigife commerce stream. 26 of
them hold post graduate degrees in their respective fields.

5.1.2 Procedure

Each participant was given the same 16 texts in their native languayes different sessions:
11 texts during the experiment and 5 texts for the validation. Theyas&esl to rate each on a
ten point scale (1=easiest, 10=hardest) depending on its overall comprehensouityddf
perceived by the reader. These results are used to build the readability nrefessto table
below (the table contains both experiment and validation texts for sakew#nience):

Text T 3 4 5 | 6 | 7 8
Hindi | 1.33 | 523 | 444 | 527 | 367 | 521 | 406 | 4.08
Bangla| 3.92 | 154 | 283 | 120 | 423 | 142 | 277 | 483

Hindi | 558 | 465 | 335 | 34 | 467 | 231 | 3.73 3
Bangla| 6.08 | 575 | 592 | 1.38 | 296 | 229 | 533 | 558

TABLE 2- Average grade by each user

513 User dataanalysis

The user data have been analysed statistically. To check the degree of warfiadifferent
linguistic features to the evaluation done by the usersSpb@&man’s rank correlate Zar, 1998)
has been computed betweennthélable 3 lists correlation between the features and the u:
study for the 11 experimental texts:

Feature Flesh | SMOG ASL  AWL ASW  PSW PSW30  JUK
Hindi | -037 | 03 | 04 | 028 | 026 | 021 | 03 | 045

Bangla | -0.76 0.7 0.75 0.8 0.8 0.81 0.75 0.87

TABLE 3-Correlation of textual features, readability scores calculated by Flesch Readirmmé&as
Smog Index with user evaluation (square-root of PSW30 is omitted dshawe values same as
PSW30)

From the above table, it is fairly visible that the best correlated fadtbithe user’s perception
of hardness of a text is the number of jukta-akshars preserB0 sentences in the texthere
are some interesting findings to be observed. For Hindi the correlatioficiemeffor ASL is
comparatively high but that for ASW is lower. Opposite is the casBdogla. In both the cases
the correlation of user values with the Flesch Reading Ease score is corspalatier which is
based on the assumption that both ASL and ASW are the important fdetersining text
difficulty. We can see that the assumption does not hold for Bangla o Hind
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5.2 Feature sdection for model building

To make a selection of the features or text parameters that should be riat=stpo our models,
we have analysetiie Spearman’ rank correlation among the structural features.

ASL AWL ASW PSW30

0.53

JUK

Hindi

|
ASL |
AWL |
ASW |

PSW |

JUK

TABLE 4-correlation among structural features of a text for Bangla and Hindi (stpatref
PSW30 is omitted as it will have values same as PSW30)

From table 3, we can see that for Hindi, the four mostly correlated text parsuaretduK, ASL,
PSW30 and AWL and for Bangla these are JUK, PSW, ASW/AWL and A3bm 4, we can
see that in case of Hindi, ASL and AWL as well as AWL and JUK are loosellated (below
0.8), so we have to consider all three in our model as any one ot#rerat well represent the
trend for the others. PSW30 will anyway be checked while calculatingGEiquivalence. For
Bangla, table 4 shows that except for ASW and PSW, the correlation amond®3WK, ASL
and AWL is less (below 0.8). Therefore, we have to consider albfailnem for the same reason
as described in case of Hindi.

5.3 Mode Building

We have used regression analysis (Montgomery et al., 200/)ddel building. In the previous
section, we have identified some text parameters which seem as importzitiubors towards
the comprehensibility of a textve have checked each parameter to okdaioptimized model
while giving preference to thos&/e have used Coefficient of determinafiom R and Estimate
of the error varience (EEV)as measures of goodness of fit of a model. The table 5 bel
document the short-listed Models (including Flesch (Model 1) and SMOG (M2yel
equivalence) in Hindi and Bangla for which the fittings are optimal feaoh category.

Model Expression R? EEV
Hindi

Model 1 -3.72+0.078*ASL+3.36*ASW 0.35 1.19

Model 2 2.26 + 0.19 * sqrt(PSW30) 0.25| Not calculated

1 http://en.wikipedia.org/wiki/Coefficient_of_determination
2 http://en.wikipedia.org/wiki/Mean_squared_error
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Model 3 -2.34+2.14*AWL+0.01*PSW 0.44 1.02
Model 4 0.211+1.37*AWL+.005*JUK 0.36 1.17
Model 5| 2.78-0.21*ASL+0.03*PSW+0.01*JUK 0.50 1.07
Model 6 | -2.94+.01*PSW+2.77*ASW+.01*JUK 0.46 1.13
Bangla
Model 1 -10.4+.11*ASL+5.22*ASW 0.58 1.77
Model 2 0.44*sqrt(PSW30) -1.79 0.53 | Not Calculated
Model 3 -5.23+1.43*AWL+.01*PSW 0.80 0.82
Model 4 1.15+.02*JUK-.01*PSW30 0.67 1.40
Model 5| 5.37+.01*PSW-2.29*ASW+.01*JUK| 0.83 0.83
Model 6| 5.71+.18*ASL-1.49*ASW+.01*PSW| 0.83 0.84

TABLE 5-First round of readability metrics for Bangla and Hindi
6 Validation and Discussion

To carry out the validation study we took the same 24 useBdogla and 24 users for Hindi
and a completely new set of 5 texts for each of the two languages. s&rewere asked to
perform the same operations on each text as described in the PeogadWe have applied our
6 shortlisted readability models (refer Table 5) to the validation textscdmparative analysis
of prediction made by our readability models to the actual scores givehebysers are
summarized below. From the results it can be inferred clearly that root sgeare errors for
model 3 and model 4 stand out as the bottoms among their respective. g@upwe propose
these two models as our readability metric for Bangla and Hindi.

Model | Model | Model | Model | Model | Model
1 2 3 4 5 6

RMSE(square- | Hindi | 1.086 | 1.085 [ 1.04 | 081 | 2.06 | 223
root(M SE)) Bangla | 1.32 | 1.19 | 0.85 | 1.13 | 1.19 | 351

TABLE 6- Summary of validation results

One interesting thing to be noted here, although the two selected models twe thp fits for
both Bangla and Hindi, model 3 in Bangla is the best fit whereas, modethé best fit for
Hindi. Model 3 in both the cases comprise of AWL and PSW, but for Hindien® has AWL
and JUK, whereas for Bangla it consists of JUK and PSW30. Theseagam prove our initial
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assumptions that for different language, different textual features contritnet@dabilityand an
effective readability indicator is language dependent.

We name the two models for Hindi as RH1 (model 3), RH2 (modekf@nBangla they are
RB1 (model 3), RB2 (model 4). The figure 1 below graphicallyasgnts the comparison of uset
scores with that of the proposed model for Hindi and Bangla;tth&ist lines represent the
trendlines of the respective curves. We can see that in both casemdéls closely follow the
users’ response curves. The models differ very slightly in accuracy and they feature diffesamt
parameters, so, any model alone may not suffice to correctly ptexidifficulty. Therefore, we
have decided to keep both the models as measure of how the treeentigtructural dimensions
of a text contribute to itsomprehensibility

User rating VS scores given by our formulas in User rating VS scores given by our formulas in
Hindi (result for 5 validation texts) Bangla (result for 5 validation texts)
6 7
5 M4 5 AN
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Figure 1 Graph representing the predicted scores versus user evaluation

Conclusion and per spective

In this study, we have developed two new readability measures: RitPLaRd RB1, RB2 for
Hindi and Bangla text documents respectively. We have also identified A8\, JUK and
PSW30 as major factors affectingadabilityin Hindi and Banglawe have shown that for these
languages, English readability formulas are not helpful as text difficlilig two previous
studies in Hindi (Bhagoliwai, 1961; Bhagoliwal, 1965; Agnihotri andamia, 1991) have
applied English readability formulas like Flesch on Hindi passages andl dehel textbooks,
but none of them proposed any definitive model for Hindi textaieitity like ours. In case of
Bangla readability (Das and Roychoudhury, 2006) have comparezhdrteo parametric fits for
a miniature model, but they have not considered parameters like AWL, JUKaweefound
these parameters to be the major players. The proposed readability rood=sdla and Hindi
incorporating features like AWL, JUK have been validated against extensivestusés. In
future, we plan to extend this work to different sections of usebtain readability models,
more appropriately related to different user groups.
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