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ABSTRACT

The Part of Speech (POS) tagging refers to the process of agsigmiropriate lexical category
to individual word in a sentence of a natural language. This paper describesdlmphent of
POS tagger using rule based and supervised methods in Kokborokueceesonstrained and
less computerized Indian language. In case of rule based POS tagging, weetdaltp of a
morphological analyzer while for supervised methods, we employedntachine learning
classifiers, Conditional Random Field (CRF) and Support Vector Machines (SVidtaAof
42,537 words were POS tagged. Manual checking achieves the accofatig$ and 84% in
case of rule based and supervised POS tagging, respectively.
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1 Introduction

From the very beginning, POS tagging has been playing its significkest in several Natural
Language Processing (NLP) applications such as chunking, pade@mgloping Information
Extraction systems, semantic processi@uestion Answering (QA), Summarization, Even
Tracking etc. To the best of our knowledge, no prior work on POSntadms been done for
Kokborok except the developmenta$temmer (Patra efl., 2012) Thus, in this paper, we have
basically described the development of a POS tagger in Kokborok, a ledsgedvinative
language of the Borok people of Tripura, a state in North Eastern gadiafKokborok is also
spoken by neighboring states such as Assam, Manipur, Mizoram andotimries like
Bangladesh, Myanmar etc. The language comprises of more than 2.5 snilfigreoplé and
belongs to Tibeto-Burman (TB) language family. It has several uneatarés if compared with
other South-Asian Tibeto-Burman languages. Kokborok literatures were writiéalama or
Swithaih borok script which suffered massive destruction. Overall, the dfokdanguage is
very scientific and the people use a script similar to Roman script to ptiogetinal effect. As
the language follows the Subject-Object-Verb (SOV) pattern and its agghatinagrb
morphology is enriched by the Indo-Aryan languages of Sansiigino The affixes play an
important role in framing the structure of the language, e.g.ixpgf suffixing and
compounding form new words in this language. In case opoomd words, some infixing are
also seen where no specific demarcation and morphology is foundyMhamkoot words appear
in bounded forms and are joined together to form the compoundsword

In general, the POS tagger for the natural languages are developed usuigtidingles,
probabilistic models red combination of both. To the best of our knowledge, the POS tag se
not available in Kokborok as no prior work has been carried out inlah@guage. Thus, we
prepared a POS tag set by ourselves with the help of linguists bydeamg different
characteristics of the similar Indian languages.

Several POS taggers have been developed in different languages usinglddthsed and
statistical methods. Different approaches to POS tagging for English &lewady been
developed such as Transformation based error-driven learning (Brill,, 198&¥ion tree (Black
et al, 1992), Hidden Markov Model (Cutting et al., 1992), Maximum dpytr model
(Ratnaparkhi, 1996) ettt was also found thania practical Parof-Speech Tagger (Cutting et
al., 1992), the accuracy exceeds 96%.

The rule based systems require handcrafted rules and are typically noblwesy (Brill, 1992)
POS tagger in different Indian languages such as in Hindi (Dalal et al., 3bfiVastav et al.,
2006; Singh et al.2006) Bengali (Dandapat et al., 2007; Ekbal et al., 20Bibal and
Bandyopadhyay, 2003aand Manipuri (Kishorijit et al., 2011; Singh and Bandyopadhy#820
Singh et al., 2008) etc. have also been developed using both rule basedchae rfearning
approacks In case of rule based POS Tagging, we considered the help of threeatieto
namely prefix, suffix and root dictionary. It is also observed thatProbabilistic modelsave
been widely used in POS tagging as they are simple to use and langigggendent (Dandapat
et al., 2007). Among the probabilistic models, Hidden Markov Models (HMMgjuite popular
but it performs poor when less tagged data is used to estimate the parafétersiodel. Due
to the scarcity of POS tagged corpus in Kokborok, among differertingatearning algorithms

Lhttp://tripura.nic.in
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we have used only CRF and SVM to accomplish the POS tagging task. GRW¥idely used
probabilistic framework for sequence labelling tasks. In our cas®bserved that the accuracies
achieved in the rule based POS tagger is less than the CRF based POSwkeggaes the
accuracyof CRF based POS tagger is less than SVM based POS tagger.

The rest of the paper is organized in the following manner. Section 2 giweésf aiscussion
about word features in Kokborok whereas Section 3 details about resotgpagafion. Section
4 describes the implementation of rule based POS tagger and Section 5 gives tistudgtail

Machine learning algorithms, feature selection, implementation and theiltsreshile the

conclusion is drawn at the end.

2 Word Featuresin Kokborok

In general, Kokborok possesses unique features like agglutination apdwading. Specially, it
has both free and bound root words and has more numbemiod lboot words compared to
English. In Kokborok, the inflections play the major role andaat all verbs and many of noun
root words are bound. It is found that the free root wordshauns, pronouns, some adjectives
numerals etc. The compound words are formed by joining multiple woeds affixed with
multiple suffixes or prefixes. It is found by the linguistic obs¢ions that w can classify the
Kokborok words into following seven categories as given below.

i) Only root word (RW) For e.g., Naithok (beautiful)

i) Root words (RW) having a prefix (Fjor e.g.,Bupha (my father)

iii) Root words having a suffix (Sfor e.g., Brajao (to Braja)

iv) P+RW+S. For e.gBukumuini (His/Her Brother In Law’s)

V) P+RW+S+S... For e.g., Ma(P)+thang (to go)+lai(S)+nai(S)M athandainai(need to go)

Vi) RW+RW... For e.g., Khwn (Flower)+Lwng(Gardenp Khwmlwng(Flowergarden)
vii) RW+S+RW+S. For e.g., Hui(RW)(to hide)+jak(S)+hui(RW)+jak(S)+wi(Sp
Hujakhujakwi (Without Being Seen)

We observed that there is less number of free root words. In Kdkhaffixes are of two types,
i.e. derivational affixes and inflectional affixes (Debbarma et 2012. In Kokborok, the
prefixes are very limited in numbers, generally inflectional and do not ehtdrgy syntactic
category when added to a root word but the suffixes are ofiftehtional and derivationalA
total of 19 prefixes and 72 suffixes are found in Kokborok.

3 ResourcePreparation

In the following sections, we have discussed about the basic reqoteenfeour experiments.
The first section discusses about the dictionaries used in the experamérteir formats anchi
the final section, we have presented the POS tagset for Kokborok whickeds for our
experiments.

3.1 Dictionaries

We used three dictionaries namely prefix, suffix and root. Prefixsafftk dictionaries contain
the list of prefixes and suffixes along with the word features like T@Mnse, Aspect and
Modality), gender, number and person etc. Root dictionary is a bilintict@dnary containing

925



1895 root words. The format of root dictionary is <root><lexical categdEygtish meaning>.
This bilingual dictionary is used for testing of the POS tagger.

3.2 TheTagset

The Kokborok language is one of the agglutinative languages in Indigsandrd formation
technique is quite different from other Indian languages. Thus, the PGS fiaigKokborok has
been developed keeping the similarity of the POS tagset with other Indiamdg$gn mind.

The POS tagset used in this task is given below in Table 1.

POS Types/ Tag Examples

Noun Proper (NNP), Common Aguli, yachakrai (All names), Chwla(boy),
(NNC), Verbal (NNV) bwrwi(girl), khaina(to do), phaina(to come|

Pronoun Personal (PRP) Ang(l), Nwng(you), Bo(He/she), Ani(my)

Adjective JJ Naithok(beautiful), kwchwng(bright)

Determiner Singular (DTS), Plural (DTP] Khoroksa(a), Joto(all), bebak(every)

Predeterminer PDT Aa(that), o(this)

Conjunction CcC Bai(and), tei(or)

Cha (to eat), khai (to do), Chao (eat), kha

Root (VB), Present (VBP), | ) “chakha (ate), phaikha (came), Cha

Past (VBD), Gerund (VBG),

Verb - eating), khaiwi (doing), Tongo (is/am/are

Erogressmn (PROG), Eongmgazni (was/v(vere)?)Chane?i(V\Eill eat),
uture (VBF) khainai (will do)

Inflectors *D O (to), Rok([charai(child)rok]-children

Quantifiers QF Kisa(less), kwbang(more)

Cardinal CD Sa(one), nwi(two)

Adverb RB Twrwk(slow), dakti(fast)

Interjection UH Bah(wao), uh(huh)

Indeclinable ID Haiphano(still),Abonibagwi(that’s why)

Onomatopes ON Sini-sini, sek-sek,sep-sep

Question Words | QW boh(which), sabo(who), Saboni(whose)

Compound word | CW

Unknown UNK

Symbol SYM L ~@#,$,%,0,&,%,+,=<>,.,, etc.

Table 1- POS Tagset for Kokborok.
4 RuleBased POS Tagger

In case of rule based POS tagger, the basic POS tags are assigned to each wafstte avo
natural language sentence using the morphological rules. The descriptidhe differen
modules as shown in Figure.1 are as follows:

e Tokenizer: Based on the space in between consecutive words, each word @aércsen
separated or tokenized.

2 http://shiva.iiit.ac.in/SPSAL2007 /iiit_tagset_guidelines.pdf
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e Stemmer (Patra et al., 2012): It identifies the prefixes and suffixes using the affiy
dictionaries and finds the root words.

e Morphological Analyzer & Tag generator: Different analysis on the stemmed words an
suffixes are performed using the lexical rules and morpho-syntacticeeafthen, the POS
tags are assigned to the words based on the tagset and morphology rules.

e Dictionary: Prefix, suffix and root dictionaries are described in Section 3.

e Morpho syntactic Rules: These are the heuristic rules based morphological characteris
of the words. For e.g., VB + kha (suffix) = VBD, VB + o(suffi)BP etc.

Input Sentence

Stemmer
Root

Dictionary

Affix
Dictionary

Morphological Analyser

& Tag generator
Morpho
Syntactic Rules

Tagged Text

FIGURE 1 —-System Diagram of Rule based Morphology driven POS Tagger.

41 Algorithm

1. Give input text to the tokenizer module.

2. Repeat step 3 and 4 until each token is tagged.

3. Check for prefixes and suffixes and separate them with the heldiofdaftionaries and
check if the stemmed word occurs in the root dictionary or na. Wwérds which are not
stemmed are sent to the complex word handler module.

4. The complex words are stemmed separately, if these words are notestdsgnsomplex
word handler and tag them as the Named Entities (NEs)

5. Apply the morphological rules on the affixes and root wordsdentifying the POS tag of
the words according to the output of the morphological analyzer

4.2 Evaluation and Result Discussion

In Kokborok, word categories are not distinct; all the verbs are uh@ebound categories
whereas another problem is to classify basic root forms accorditigitoword classes as the
distinction between noun and adjectives is often vague while the distirid#tareen the noun
and verb classes is relatively clear. It is found that distinction betweenraand an adjective
becomes unclear because structurally a word may be a noun but cohtekigahn adjective.
For e.g.,Uttor Bharato watwi kwbang wakh@North” “India” “lots” “rain” “happened”). Here
north is an adjective where as in the sentefidép uttor” (that is north) the word ‘uttor’ is a
noun. Thusthe word ‘uttor’ may be an adjective or a noun but the POS of the word in lexicon is
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noun there by making it difficult to extract the exact POS for the word apgearimarious
sentences.

The assumption made for the word categories depends upon the root ycatadogaffix
information that are available from the dictionaries. Further a part of rootatsaybe a prefix
which leads to wrong tagging. It is found that the verb morpha®gyore complex than that of
noun. When multiple suffixes added to a vatl, difficult to find the POS category of the word
as the specific rules are not available. The input of 2525 Kokborok senten@&3@fwords was
supplied to the tagger . Sometimes, two words get fused to feomplete word and handling
such collocations is difficult. Tabl2 shows the percentage of tagging output based on the aci
and correctly tagged words. There are some unknown words whilthramitbe tagged based on
rules available. Due to the unavailability of root dictionary, the performanP©8ftagger was
reduced effectively. A word can be easily formed by affixationampounding in Kokborok, so
the number of unknown words are relatively large. The accuracy dgagiging can be further
improved by introducing more numbers of linguistic rules and addioge root words to the
dictionary.

Items Per centage
Correctly tagged words 70%
Wrongly tagged words 22%
Wrongly tagged unknown wordg 8%

TABLE 2 — Results of the Rule Based POS Tagger.
5 Stochastic POS Taggers

Stochastic models are more popular than rule based POS taggers as thesguamge la
independent and easy to use. Among the entire stochastic models, HMM® ipagpular but it
requires a huge amount of annotated corpus. Simple HMMs do not worlkivezilsmall amount
of labelled data are used to estimate the model parameters. Incorporating fitatuges in an
HMM-based tagger is also difficult and complicates the smoothing typicallyinsedh taggers
(Ekbal and Bandyopadhyay, 20080hus, we have used Conditional Random Fields (CRI
(Lafferty et al.,, 2001) and Support Vector Machines (SVM) (Cortes and ik/af895)
frameworks to develop Stochastic POS taggers for the resource constraiheddkdanguage.

5.1 Feature Selection

Feature selection plays important role in CRF based machine learning frdm&ler main
features for POS tagging are selected based on the different combinatmasdlaifle words and
tags. As the Kokborok is one of the highly inflected and agglutedtidian languages, the
suffix and prefix features are the effective features in POS tagging\Wslhave considered
different combinations of features to get the best feature set for POSgtéagjin Following are
the sample and the details of the set of features that have been includedboua list for POS
tagging in Kokborok:

F={W(i-m)vw(i-m+l); ...... Wei-1)y Wiy Weit)seenneene W(i+n)s |prefiX|=n, |Suf‘fiX|=n, Context word feature,
Digit information, Symbol, Length of the word, Frequent word}
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Word suffix: Kokborok is highly inflected language. So, the word suffix iinfation is one of
the most important features as it is very helpful to identify the POS classesedthiefcan be
used in two different ways. The first way is to check whetheoi has a suffix or not. If yes,
then set the suffix feature 1 else set 0. The second way igt& elhether a suffix is changing
the POS class of the root mb If yes, then set change POS feature 1 else set 0.

Word prefix: Word prefix information is also helpful to identify the POS clasthefword. This
feature has been introduced with the observation that the wbttle same category POS tags
contain some common prefix. This feature has been used in a simflasweord suffixes.
Context word Feature: The immediate previous and next word of a particular word can also
used as feature, i.e., the surrounding words can play artamp role in deciding the POS tag of
the current word.

Digit information: If any word consists of any digit, then set the digit featark otherwise 0. It
helps to identify the QF (Quantifier) tag.

Symbol: If the token consists of symbols like (%, $,. etc.), then setymba feature to 1,
otherwise set it to 0. This helps to identify the SYM tag.

Length of aword: It is found that length of a word is an effective feature in deciding ta@ &f
the word (Singh et al2008. If the length of a word is four or less, set the lengthdweature to
1, otherwise set it as 0. The motivation of using this feature istiaguish the Personal pronoun
from the nouns. We observed that words of very short lengtheaerally Personal pronoun
Frequent Word: A list for frequently occurring word is prepared for the trainingpos. The
words that occur more than 10 times in the entire training corpus asiElemud as the frequent
words. The feature for the frequent word is set to 1 if theyirathe list else set it as 0. This has
been observed that frequently occurring words are rarely propesnoun

5.2 Evaluation

For applying the statistical models in Kokborok, we required huge amoantotated corpus in
order to achieve good result. But, Kokborok is less computerized languagkeacmtpora for
training and testing were not available. During the manually annotatioraoed the problems
due to agglutinative structure of the Kokborok language.

521 Experimental Results of CRF

We have conducted several experiments by considering the different combivfafémtures to
find out the best combination of features and feature templates. From theisanaéy observed
that our proposed features as mentioned in Section 5.1 give the best resefisrfgpurpose.

We have designed three types of modules based on the CRF Framelm kst module
makes use of simple contextual features (i.e. CRF), whereas the secohde uses the
information of affixes along with contextual information (i.e. CRF#suii order to increase the
accuracy of the system, we have integrated the morphological informatiotheitnodel (i.e.
CRF + suf. +MA). The tagging accuracy of the CRF based POS tagging model has
evaluated as the ratio of correctly tagged words with respect to the toteersiof words. We
have trained the system on different data size and the result is showrner8Tab

The above experiment leads us to the following observations #hatsth of suffix information
plays an important role in achieving the accuracy of the systgmecially when the training data
is less. Furthermore, the morphology of the word gives signifiogmtovement in the accuracy
over the CRF and CRF+suf models.
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It was found that the CRF based POS tagger performs far better ¢haothhology driven POS
tagger and has less computational complexity. We have also conductexpéhngnents with
large number of features but, the inclusion of the features decthasascuracy. It is found that
large number of features works well when large amount of annotatpdsc available for
training. The other reason was the biasness of noun tags in pus.cor

10K 20K 40K
CRF baseline model 59.67 63.51 65.72
CRF + suf. 67.23 73.57 76.25
CRF + suf. + MA 74.57 79.53 81.67
SVM baseline model 60.51 64.26 68.32
SVM + suf. 69.38 72.66 76.97
SVM + suf. + MA: 75.52 80.47 84.46

TABLE 3- Tagging Accuracies In %age With Different Template For CRF & SVM.

522 Experimental Resultsof SVM

Same training set which was used for CRF is also used for SVM basednexmts. We also
conducted several experiments considering the different combination wfefead find out the
best combination of features and feature templates. From the analysisndettiat the similar
features of CRF also produced the best results for testing of SVM based@idgger

We have also conducted several experiments for the various polynamial Kunctions and
found that the system is giving the best result for the secondelkgrnel functions. It has been
also observed that the pair wise multi-class decision strategy performs batighehthan the
one-vs.-rest strategy. The models described here are simple and quitigaatbmatic POS
tagging even less amount of tagged corpus was available. The best apd®imachieved when
suffix information and morphological information is added to the system

SVM performs far better than the CRF based POS tagger. The performance ice®Vie
improved significantly by including the language specific resource® ss lexicon and
inflection lists. It is found that a Named Entity Recognizer (NER) akil&iword Identification
Systems are necessary to reduce the large number of errors thak ipvoper nouns and
different multiword expressions. The experiments of SVMs are also cmwlon same type of
data set and same features as shown in Table 3

Conclusion and Futureworks

In this paper, we have described the development of POS taggers usingledbased and
statistical models. We achieved the accuracies of 69%, 81.67% and 84.46% in ruleCB&sed
based and SVM based POS taggers, respectively with res@éadifterent POS tags.

Future work includes the development of language specific resourchsasulexicon and
inflection lists. The Named Entity recognition module may be includechprove the accuracy
in the POS taggers. Some language specific rules should be implementedit® the Complex
words in rule based POS tagger. Other experiments like voting techniguefor more models
may be an interesting research direction.
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