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Abstract

Relative Entropy-based pruning has been shown to be efficient for pruning language models for more
than a decade ago. Recently, this method has been applied to Phrase-based Machine Translation, and
results suggest that this method is comparable the state-of-art pruning method based on significance
tests. In this work, we show that these 2 methods are effective in pruning different types of phrase
pairs. On one hand, relative entropy pruning searches for phrase pairs that can be composed using
smaller constituents with a small or no loss in probability. On the other hand, significance pruning
removes phrase pairs that are likely to be spurious. Then, we show that these methods can be
combined in order to produce better results, over both metrics when used individually.
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1 Introduction

Statistical Machine Translation systems are generally built on large amounts of parallel data.
Typically, the training sentences are first aligned at the word level, then all phrase pairs that are
consistent with the word alignment are extracted, scored and stored in the phrase table. While such
extraction criterion performs well in practice, it produces translation models that are unnecessarily
large with many phrase pairs that are useless for translation. This is undesirable at decoding time,
since it leads to more search errors due to the large search space. Furthermore, larger models are
more expensive to store, which limits the portability of such models to smaller devices.

Pruning is one approach to address this problem, where models are made more compact by discarding
entries from the model, based on additional selection criteria. The challenge in this task is to choose
the entries that will least degenerate the quality of the task for which the model is used. For language
models, an effective algorithm based on relative entropy is described in (Seymore and Rosenfeld,
1996; Stolcke, 1998; Moore and Quirk, 2009). In these approaches, a criteria based on the KL
divergence is applied, so that higher order n-grams are only included in the model when they provide
enough additional information to the model, given the lower order n-grams. Recently, this concept
was applied for translation model pruning (Ling et al., 2012; Zens et al., 2012), and results indicate
that this method yields a better phrase table size and translation quality ratio than previous methods,
such as the well known method in (Johnson et al., 2007), which uses the Fisher’s exact test to
calculate how well a phrase pair is supported by data.

In this work, we attempt to improve the relative entropy model, by combining it with the significance
based approach presented in (Johnson et al., 2007).The main motivation is that, as suggested in (Ling
et al., 2012), relative entropy and significance based methods are complementary. On one hand,
relative entropy aims at pruning phrase pairs that can be reproduced using smaller constituents with
a small or no loss in terms of the models predictions. On the other hand, significance pruning aims
at removing phrase pairs that are spurious, and are originated from incorrect alignments at sentence
or word level. This indicates that both methods can be combined to obtain better results. We propose
a log-linear interpolation of the two metrics to achieve a better trade off between the number of
phrase pairs and the translation quality.

This paper is structured as follows: Section 2 includes a brief summary of relative entropy and signif-
icance pruning approaches in sub-sections 2.1 and 2.2. Sub-section 2.3 analyses both algorithms and
preceeds our combination approach in sub-section 2.4. The results obtained with the EUROPARL
corpus (Koehn, 2005) are shown in Section 3. Finally, we conclude and present directions for future
research in Section 4.

2 Combining Relative Entropy and Significance Pruning

In principle, any method of evaluation of phrase pairs can be used as the basis for pruning. This
includes phrase counts and probabilities (Koehn et al., 2003), statistical significance tests (Johnson
et al., 2007), and relative entropy scores (Ling et al., 2012; Zens et al., 2012) and many others (Deng
et al., 2008; Venugopal et al., 2003; Tomeh et al., 2011), in addition to the features typically found
in phrase tables (Och et al., 2004; Chiang et al., 2009). Each method reflects some characteristics
of phrase pairs that are not sought by the other, and hence trying to combine them is a tempting
idea. (Deng et al., 2008) incorporate several features into a log-linear model parametrized with y;
that are tuned, along with the extraction threshold, to maximize a translation quality, which makes
the procedure extremely expensive. A similar model is used in (Venugopal et al., 2003) without
any parameter tuning. (Zettlemoyer and Moore, 2007) use an already tuned model (using MERT)
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in a competitive linking algorithm to keep the best one-to-one phrase matching in each training
sentence. In our work we favor efficiency and we focus on relative entropy and significance pruning,
which can be efficiently computed, without the need to external information. They also deliver good
practical performance.

2.1 Relative Entropy Pruning

Relative entropy pruning for translation models (Ling et al., 2012; Zens et al., 2012) has a solid
foundation on information theory. The goal in these methods is to find a pruned model PP(tls) that
yields predictions that are as close as possible as the original model P(t|s). More formally, we want
to minimize the relative entropy or KL divergence between these models, expressed as follows:

Py(tls)
P(tls)

D(P,|IP) == _P(s, t)log )

In another words, for each phrase pair with source s and target t, we calculate the log difference
P, (tls)
P(tls) "
P(s, t), so that phrase pairs that are more likely to be observed in the data are less likely to be pruned.
The empirical distribution is given as:

between their probabilities log This value is then weighted by the empirical distribution

P,y = L0 @
s, t)=——"

N
Where C(s, t) denotes, the number of sentence pairs where s and t are observed, and N denotes the
number of sentence pairs.

Computing P,(t[s) is the most computationally expensive operation in this model, since it involves
finding all possible derivations of a phrase pair using smaller units, which involves a forced decoding
step (Schwartz, 2008).

While minimizing D(P,||P) would lead to optimal results, such optimization is computationally
infeasible. Thus, an approximation is the find the local values for each phrase pair:

p,(tls)
P(tls)

RelEnt(s,t) = —P(s, t)log 3)

This score can be viewed as the relative entropy between P,(t|s) and P(t|s), if only the phrase pair
with source s and target t is pruned. The problem with this approximation is that, we might assume
a given phrase pair A can be pruned, because it can be composed by phrase pairs B and C, only to
discover later that B is also pruned.

2.2 Significance Pruning

Significance pruning of phrase tables (Johnson et al., 2007; Tomeh et al., 2009) relies on a statistical
test that assesses the strength of the association between the source and target phrases in a phrase
pair. Such association can be represented using a two-by-two contingency table:
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C(s,t) C(s)—C(s,t)
C(t)—C(s,t) | N—C(s)—C(t)+ C(s,t)

where N is the size of the training parallel corpus, C(s) is the count of the source phrase, C(t) is the
count of the target phrase, and C(s, t) is the count of the co-occurences of s and t. The probability
of this particular table is given by the the hypergeometric distribution:

() —C(s)
(C](Vt))

The p-value correponds to the probability that s and t co-occur at least C(s, t) times only due to
chance. It is computed by Fisher’s exact test by summing the probabilities of all contingency tables
that are at least as extreme:

pr(CGs, 1)) =

0

p-value(C(s, t)) = Z pr(k).

k=C(s,t)

We define the association score to be — log(p-value) which varies between 0 and inf ty. The higher
the association score, the less likely this phrases s and t co-occurred with the observed count C(s, t)
by chance.

2.3 Error Analysis

Table 1 shows examples of phrase table entries that are likely to be pruned for each method for a
translation model using he EUROPARL dataset with 1.2M sentence pairs. The phrase pairs were
chosen from the list of phrase pairs that would be pruned if we only pruned 1% of the table. We can
see that both methods aim at pruning different types of phrase pairs.

In significance pruning, we observe that most of the filtered phrase pairs are spurious phrase pairs.
These phrase pairs are generally originated from sentence level mis-alignments, which can occur in
automatically aligned corpora. Another possible origin for spurious phrase pairs are Word-alignment

errors. We can see that relative entropy pruning is not the best approach to address with these
Py(tls)
P(tls)
and target "+", we will obtain log(0), since it is cannot be composed using smaller units. Thus,

it is unlikely that these phrase pairs will be pruned by relative pruning. Note, that while it is true
that spurious phrase pairs will have a low empirical distribution probability, the same is true will
longer and sparser phrase pairs that are actually correct, and in such cases the relative entropy model
will prefer to prune the longer phrase pairs, since they can be composed using smaller constituents,
which is not desired.

problems. For instance, if we calculate the divergence log for the phrase pair with source "it"

On the other hand, there is nothing intrinsically wrong in the phrase pairs that are pruned by relative
entropy pruning. However, these phrase pairs are redundant and can be easily translated using
smaller units. For instance, it is not surprising that the source phrase “0.005 %" can be translated
“0.005 %", using the smaller units, “0.005" to “0.005" and “%" to “%", since it is unlikely that
“0.005" or “%" to be translated another target phrase, or have a non-monotonous reordering. In
significance pruning, for a moderately large corpora, it is unlikely that this phrase pair would be
pruned early, since it is likely that the phrase pair is well supported by data.
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Significance Relative Entropy
English French English French
it + 26810and | 268 10et
with , entre 0,005 % 0.005 %
a ,un accord a été IR [

Table 1: Selected examples of phrase pairs that have low scores according to Significance pruning
(Left) and Relative Entropy pruning (Right). The examples are selected from the model built using
the EUROPARL training dataset for French and English.

Thus, we can see that it is prominent that relative entropy and significance methods are complemen-
tary in terms of what types of phrase pairs that are pruned. We can see that all the phrase pairs pruned
by significance pruning in the table would be unlikely to be pruned by relative entropy pruning,
since these phrase pairs only have one word in the target side and so they cannot be decomposed
into smaller units. On the other hand, it is also unlikely that the phrase pairs that are pruned using
relative entropy, are pruned by significance pruning, since these phrases are well aligned and likely
to be well supported by data.

2.4 Combination Method

In our work, we will attempt to achieve a better trade off between the number of phrase pairs that
are pruned due to their redundancy and due to their spurious nature.

There are many different approaches that can be taken to combine these two scores. For instance, in
Phrase-based machine translation multiple features are combined using a log-linear model. Thus,
we could use a similar approach and set a weight o and combine the two scores as follows:

Score(s,t) = aRelEnt(s,t) + (1 — a)Sig(s, t) 4)

Where RelEnt(s,t) = —P(s",f)log};f((:“;))

—log p-value(C(s, t)) is the significance score of the phrase pair with source s and target t.

is the relative entropy score and Sig(s,t) =

However, one problem with this approach is that classification boundary for these two features
does not seem to be linear from our analysis, especially since these features seem to be orthogonal.
For instance, suppose that we have a phrase pair with a very high score using relative entropy (for
instance 300), meaning that the phrase pair is definitely not redundant. However, in terms of p-value,
the phrase pair is scored with a with a extremely low value (such as 10), which means that it is
very likely that the phrase pair is not well-formed. If we simply interpolate the scores, we would
expect the score of the phrase pair to be 155, with a@ = 0.5, which is an average score. This is not
necessarily a good decision, because regardless of how unique a phrase pair is, if the phrase pair is
spurious it should not be kept in the model. The opposite is also true, if a phrase pair is well-formed,
but it can be built using smaller phrase pairs, it means that it can be removed, since it is not useful in
the model.

In another words, good phrase pairs must be well-formed and not redundant. Thus, we propose
to select the minimum of the two scores rather than their average. More formally, we score each
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phrase pair as:

Score(s,t) = min(aRelEnt(s, t),(1— a)Sig(s, t)) 5)

We still apply the scaling factor a, so that we can specify which score has a higher weight.

Using this score, for the example above, the phrase pair would be scored with the significance score
of 10.

3 Experimental Results

3.1 Data Sets

Experiments were performed using the publicly available EUROPARL (Koehn, 2005) corpora for
the English-French language pair. From this corpus, 1.2M sentence pairs were selected for training,
2000 for tuning and another 2000 for testing.

3.2 Baseline System

The baseline translation system was trained using a conventional pipeline similar to the one described
in (Koehn et al., 2003).

First, the word alignments were generated using IBM model 4.

Then, the translation model was generate using the phrase extraction algorithm (Paul et al.,
2010)(Koehn et al., 2007). The maximum size of the phrase pairs is set to 7, both for the source and
the target language. The model uses as features:

e Translation probability

e Reverse translation probability

e Lexical translation probability

e Reverse lexical translation probability
e Phrase penalty

The reordering model is built using the lexicalized reordering model described in (Axelrod et al.,
2005), with MSD (mono, swap and discontinuous) reordering features for orientations.

All the translation and reordering features are considered during the calculation of the relative
entropy. As in (Zens et al., 2012), we removed all singleton phrase pairs from the phrase table. This
will lower the effectiveness of significance pruning, since a large amount of least significant phrase
pairs will be removed a priori. The filtered translation model contains, approximately 50 million
phrase pairs.

As language model, a 5-gram model with Kneser-ney smoothing was used.

The baseline model was tuned using MERT tuning (Och, 2003). We did not rerun tuning again after
pruning to avoid adding noise to the results.

Finally, we present the results evaluated with BLEU-4 (Papineni et al., 2002).

After computing the negative log likelihood of both scores, we also rescale both score’s values by
mean, so that scores will have similar values. This step is performed so the interpolation weights, in
the results appear more intuitive.
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3.3 Results

We can see the results in table 2, where the first two rows, represent the BLEU scores for relative
entropy pruning and significance pruning, respectively. Then, we have the scores obtained using the
scorer in 4 of these 2 scores, with a weights at intervals of 0.1. Finally, we have the scores using the
scorer 5, also with the weight a set at intervals of 0.1.

From the results, we observe that using relative entropy pruning, we obtain better translation
quality in terms of BLEU than significance pruning until 20%, where significance pruning works
considerably better. This is because, at 20%, relative entropy pruning starts having to discard phrase
pairs that have no smaller constituents, relying only on the empirical distribution. Thus, we would
like to perform better by considering both scores.

However, we can see that using linear interpolation does not improve the results. This is because,
as stated before, the two scores evaluate different aspects of phrase pairs. Thus, performing a
weighted average of these two scores will simply degenerate the precision of the pruning decision.
For instance, if one phrase pair has a 0 value according to relative entropy, implying that it is
redundant, while the significance score is 300, because the phrase pair is well aligned, a uniform
linear interpolation would give this phrase pair the score of 150. This is not the effect we desire,
since if a phrase pair is classified is classified as redundant, it can be discarded regardless of how
well-formed it is. The same applies to phrase pairs that are not-redundant but not significant. As we
can see from the results, we can obtain results that range between the scores for using significance
pruning and relative entropy pruning separately, but not improve over both of them.

On the other hand, we can see that using an weighted minimum of the 2 scores achieves much better
results. We can see that results are equally good at higher phrase table sizes as the relative entropy.
This indicates that at higher phrase table sizes, the pruning choices are governed by relative entropy
pruning. At lower phrase tables sizes, we can see that we can achieve better results than each of the
methods separately, where the 2 scores are combined to make better pruning decisions. Specifically,
20% of the phrase table size, the combined method for the best a (0.5) achives 27.16 BLEU points
which is 0.3(1%) points over the significance pruning method and 1.51(6%) points over relative
entropy pruning.

Conclusion

In this work, we evaluated two state of the art methods for translation model pruning, one based on
significance tests and one based on relative entropy. While the former is effective at removing phrase
pairs that are result of misalignments, the latter aims at removing phrase pairs that are redundant,
since they can be formed using other phrase pairs. We showed that 2 the methods are complementary
and a better pruning methodology can be obtained by combining them. We showed empirically that
using linear interpolation is not the best approach to combine these scores, and better results can be
obtained by taking the minimum from both scores at each data point.

The code used for calculating relative entropy and combining scores presented in this paper is
currently integrated with MOSES'.
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[ Experiment [ 100% [ 80% [ 60% [ 40% [ 20% ]

Relative Entropy | 27.50 | 27.50 | 27.51 | 27.37 | 25.65
Significance 27.50 | 27.39 | 27.24 | 27.20 | 26.86

Avg(a=0.9) 27.50 | 27.48 | 27.48 | 27.35 | 26.21
Avg(a =0.8) 27.50 | 27.48 | 27.46 | 27.36 | 26.21
Avg(a=0.7) 27.50 | 27.49 | 27.46 | 27.34 | 26.21
Avg(a=0.6) 27.50 | 27.49 | 27.43 | 27.32 | 26.21
Avg(a =0.5) 27.50 | 27.48 | 27.43 | 27.33 | 26.21
Avg(a=0.4) 27.50 | 27.47 | 27.44 | 27.31 | 26.21
Avg(a=0.3) 27.50 | 27.48 | 27.36 | 27.31 | 26.21
Avg(a=0.2) 27.50 | 27.47 | 27.38 | 27.31 | 26.21
Avg(a=0.1) 27.50 | 27.46 | 27.37 | 27.31 | 26.21

Min(a =0.9) 27.50 | 27.50 | 27.51 | 27.37 | 27.06
Min(a = 0.8) 27.50 | 27.50 | 27.51 | 27.42 | 27.15
Min(a = 0.7) 27.50 | 27.50 | 27.51 | 27.39 | 27.12
Min(a = 0.6) 27.50 | 27.50 | 27.51 | 27.38 | 27.11
Min(a = 0.5) 27.50 | 27.50 | 27.51 | 27.35 | 27.16
Min(a = 0.4) 27.50 | 27.50 | 27.51 | 27.36 | 27.14
Min(a = 0.3) 27.50 | 27.50 | 27.49 | 27.39 | 27.11
Min(a = 0.2) 27.50 | 27.50 | 27.49 | 27.41 | 27.15
Min(a =0.1) 27.50 | 27.50 | 27.48 | 27.37 | 27.11

Table 2: Results for the EN-FR EUROPARL CORPORA. Each Column represents the size of the
phrase table and each row represents a different pruning score. Each cell represents the BLEU score
using a 2000 sentence pair test set.
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