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Abstract:

In this paper, we propose a two-stage bootstrapgipgroach to resolve various anaphor
representing persons, places, plurals and evefitanml text. The existing approaches dealt witt
only single pronoun type and not all anaphora usiognmon approach. Moreover, most of the
approaches concentrate on syntax- based algoriimohs emantics to some extent. Instead in ot
approach, we tackle various types of pronouns uaisgmi-supervised bootstrapping approac
with uniform pattern representation and by explgrihe semantic features in resolving anaphor:
In order to aid the semantics, we use Universalwgting Language (UNL), a deep semantic
representation for resolving various types of prom The two stages of our bootstrapping
approach consists of identification of anaphora imdet of referring expressions in stage 1 an
identification of correct antecedent of a pronoanstage 2. In our approach two patterns ai
defined— one for anaphora and other for set of referringressions. In addition, we introduce
triggering tuples, which can be word based semanticcontext based semantics, represented
the pattern of both anaphora and referring e xpo@ssso as to resolve the ambiguities during th
identification of correct antecedent. The perforo@f our bootstrapping approach gives bette
results and proved.

Keywords: Anaphora resolution, Universal Networking Language, Bootstr apping,
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1. Introduction

Anaphora Resolution commonly called Pronoun resmiuis a problem of finding references in
the previous utterancesf a pronoun. The references can be noun, noun phvasle phrase
and/or clauseThe main aim of anaphora resolution is to find ¢berect antecedent of a pronoun
from the set of referring expressions. The antesedéa pronoun is identified by the set of
features such as number gender agreement featn@smatical relations for person pronoun:
and verb predicates for plural and event pronouns

Popular syntax-based approaches include Centehiagry (Brennan et al, 198%hd Hobb’s
algorithm (Hobbs, 1978) in which the both the alfons are used to resolve person pronour
using agreement features and grammatical orderfirglations The verb predicate feature has
been used to identify event pronouns using a coit@d®rnel method (Bin et al, 2010n
addition, rule-based has been attempted to respdreonal pronounsThe rulesdo not fit to
resolve entire pronoun resolution task. In contragtchine learning approaches have also be
attempted to resolve person pronouns automaticétiyparticular, most of these technigualt
with resolving only person pronouns and in someesgslurals and event pronouns (Chen et g
2009)

In this paper, we propose a two-stage bootstrapgproach to resolve anaphora representir
person, place, plural and events automatically ficamil text We define a uniform pattern to

detect all types of pronouns while for referringpessions we define two types of patterns, or
to tackle person and place pronouns and other ¢kletplural and event pronouns. To oul
knowledge, this is the first attempt to tackle tglbes of pronouns using a single bootstrappin
framework. We introduce the concept of triggeringlés in both the patterns of anaphora and i
corresponding referring expressions to identify twerect antecedent. In order to aid thi
semantic compatibility information in anaphora resion, we use Universal Networking

Language (UNL) (UNDL, 2012), a deep semantic re@méation, to represent the referring
expressions in the form of directed acyclic graplnsthis paper, the word level semantics ani
context level semantics information are utilizedrégolve all the pronoun types. In addition, ir
order to generate new patterns, the semantic gityilaf the antecedents is measured using tt
taxonomy of semantic constraints called UNL OntglqNDL 2012). While in our previous

rule-based approach, we use three UNL relationdasles to tackle plural and event pronouns
however in this work, we have generalized the s¢icarlations to tackle more number of
instances.

The paper is organized as follows. Section 2 disesighe related works on pronoun resolutior
Section 3 describes the semi-supervised learnirgpotstrapping of pronoun resolution which
includes features, pattern representation andreliffestages of bootstrapping in finding the
antecedent of a pronoun and generation of newnpattéh section 4, we discuss the performanc
of our approach and compared with another bootsingpsystem. Finally, we conclude our
approach with future enhancements.

2. Related Work

In this section, we discuss various techniquesrgited for resolving different types of anaphora
A modified Centering theory and a rule-based approa@h been proposed for resolving
pronouns such as person, place, plural and evanthich the rules are based on word-leve
semantics such as semantic constraints and serdmmiesemantics such as UNL relation
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(Balajf et al, 2011). A robust rule based system has bepfied to resolve personal pronouns
subject and dative pronouns in French in which riles are based on agreement features a
syntactic structure (Trouilleux, 2002). A syntagctide based bbb’s algorithm has been used to
resolve possessive and reflexive pronouns of Hartjuage (Kamlesh et al, 2008) contrast to
the rule based approaches, machine learning appesasuch as conditional random field (CRF
statistical model for chinese(Li & Shi, 2008 amil (Murthi et al, 2007) have been attempted. ;
twin candidate based learning model has been peabts resolve event pronouns in English ir
which the verb predicates are considered as antetedBin et al, 2010).

In the existing approach (Balagit al, 2011)various pronoun types have been resolved usinc
set of rules. However, rules have limited knowledge do not provide accurate results for larg
set of sentences. In contrast, machine learningnigaes focused on using syntactic features.
resolve person pronouns and co-reference chainshioh the patterns defined are based o
syntactic paths and word associations. Moreovendggnumber information and semantic
compatibility have been determined using a proltimilbehavior (Bergsma et al, 2006). Anothe
bootstrapping procedure for co-reference resolutises word association information and are
labeled using a self-trained approach (Kobdani,e2Gi1)

However, the use of syntactic features and patlesdé#ficult in relatively free-word order

languages like Tamil and the approaches descrid®ilea consider only limited types of
anaphora. In order to overcome these difficulties, propose a semi-supervised, two-stac
bootstrapping procedure to resolve person, platealpand event pronouns. The input to ou
bootstrapping framework is a set of UNL semantiapins. The word level and context level
information obtained from UNL graphs is utiized define the example patterns. We introduc
various scoring schemes during the filtering of mreferring expressions, choosing the correc
antecedent and, the confidence of tuples and depeydrelations in resolving pronouns. In
addition to the scoring, we measure the semantiglarity between the semantic tuples of the
referring expressions and propose a generalizedepiore to learn new set coordinating an
subordinating UNL relations to find the correct ecgdent of a pronoun along with the existin(
relations proposed in the existing work (B&lagt al, 2011)

3. Bootstrapping for Anaphora Resolution

Bootstrapping is a task of iteratively learning neatterns fromunlabeled data, startinc
with a small labeled data from which the seed pastare obtained. In this paper, we describe
two stage bootstrapping approach to resolve varigpes of anaphora. Our bootstrapping
approach consists oftwo stages.

Stage 1: Extraction of anaphoraand an associated sefarfirey expressions

Stage 2: Identification of the correct antecedent of thepimora from the referring expressions
obtained from Stage 1.

3.1 Features used for pattern representation in AnaphoraResolution

The pattern in the anaphora resolution is represkensing the word-based features and conte:
based features. We use two classes of featuredpodetecting anaphora and the other to extrar
the corresponding referring expressions. Here, edaks consists of both word-based an
context-based features. In addition, we introdthe concept of triggering tuple which forms
part of the pattern representation but however dmegake part in the actual matching proces:
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The triggering tuple helps the bootstrapping predesselect the correct antecedent of a pronot
from the set of referring expressions obtainedli@t pronoun. The features are listed in Table-1

Features for representing Referring Expressions

POS of the word (W (Nouns or Entities) - POS(W
Semantic Constraint associated with the word) V&C(W,)
Attributes associated with the word (W ATTR(W;)
Semantic Relation connected with the word YWSR(W,)

Features for representing Anaphora

Pronoun (P

POS of Pronoun {P- POS(P)

Type of Pronoun (- PT(R)

Attributes associated with PronouR)(PATTR(P)

Semantic Relation connected with Pronoup) {BR(F)

Triggering tuples
Verb (V) - Verb(V)
Attributes associated with the verb (V) TAR(V)

Semantic Constraints associated with the verb (S8C(V)

Attributes associated with the word (Jnd Pronoun (P

Semantic Relation connected with the word \\4hd Pronoun (P

TABLE 1 Features for resolving various types of anaphora

From Table-1, we introduce a new concept callegigiiing tuples which are used to signal th
correct antecedent of a pronoun from the detecad&referring expressions. The triggering
tuples are represented in the patteshboth referring expressions and pronouns. The erigg
tuples can be a set of word based features an@éxtdrdised features

3.2 Pattern representation

In our approach, patterns are defined with usegtidh based features (including both word
based and context-based features. The patternseqegion for the set of referring expression
corresponding to anaphora representing persons pdancks is different from the referring
expressions corresponding to anaphora represepitingls and events and thus can be shown
table 2 However, it is to be noted that the pattern repmegt®n for anaphora is commdo all
anaphoratypes. The pattern representations aziled in detail in the following sections.

3.21  Pattern representation for Anaphora

The pattern representation is generic to all tygpfenaphora. Based on the features mentioned
Table-1, the pattern of anaphorais defined as

<Pronoun(W;)+POS(W;)+SC(W;)+AT TR(W;)+SR(W;)-[Verb(V)+ATTR(V)+SC (V)]>
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where j=1,2 ...N
3.22  Pattern representation for a set of Referring Expressions

As described earlier, the pattern representationhfe set of referring expressions correspondin
to anaphora representing persons and places &dfiff from the referring expressions of plura
and eventanaphora which are shown in table 2

Referring Expressions for Pattern Representation

Anaphora representing | <POS(W;)+SC(W;)+ATTR(W;)+SR(W;)-
Person and Place [Verb(V)+ATTR(V)+SC(V)]>

where i= 1, 2,3 ..N

Anaphora representing | <{POS(W;)+SC(W;)+ATTR(W;)+SR(W;)-
Plural and Events POS(W)+SC (Wy)+ATTR(W))+SR (W)} .-
[Verb(V)+ATTR(V)+SC(V)]>

where i, k, L=1,2, 3 ...N & i~=k

TABLE 2 Pattern representations for referring expressions of various Pronouns
3.3 Stage 1: Extraction of Anaphoraand assodciated referring expressions

During this stage, anaphora and the associatedoposgt of referring expressions are identifiec
and extracted. The referring expressions are dgldzased on the triggering tuple represented
the pattern of anaphora. Moreover, in order to cedthe redundant expressions such as no
referring expressions, a scoring function is introeld. This scoring is used to filter onon
referring expressions from the set.

3.3.1  Filtering of non-referring expressions

One of the important tasks of anaphora resolutiaw filter outnon-referring expressions that do
not take part in resolving the anaphora type. Eferring expressions of a pronoun can be nour
and entities. The non-referring expressions arallystiltered out using grammatical relations
(Brennan et al, 1987). Instead of using the grariwmabordering for filtering out non-referring

expressions, we use a scoring function for filtgrifthe scoring of referring expressions is base
on the number of entities and/or nouns identifiedeferring expressions for the correspondin
pronoun among the total number of referring expicessalong with the type of anaphora to be
resolved.

e s, MR

WhereRE,; - set of referring expressions for a specific drap, A, — all types of anaphor&k g
- referring expressionshere I =1, 2, 3 ...N, As- specific anaphorato be resolved

Filtering of non-referring expressions can be perad by identifying the occurrence of a
referring expression for a specific anaphora amntiegtotal occurrence of that regular expressio
with other anaphoratypes.
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3.4 Stage 2: I dentification of correct antecedent of apronoun

During this stage, the correct antecedent of a quranis identified from the set of referring
expressions obtained from stage 1 through the s@iecf complete patterns and partial patterns
The defined patterns represent the anaphora anddhef referring expressions. In order tc
choose the correct antecedent of a prondhe triggering tuples defined in the pattern an
exploited using word based features and contextdéesatures.

34.1 Triggering Tuples

One of the important aspects of our bootstrappipgr@ach is the use of triggering tuples tc
identify the correct antecedent of a pronoun. Tdeaibehind the use of triggering tuples is t
filter out the non-referring expressions among skeeé of referring expressions of a pronoun. Ir
some cases, most approaches as discussed ealdier tfa identify the correct antecedent of &
pronoun. This is because the most popular algostsoch as Centering theory (Brennan et a
1987) Hobb’s algorithm (Hobbs, 1978) etc used in the existing approaches for resolvin
pronouns are syntax-based algorithms and not facusethe semantics of the word and/o
context of a pronoun. However, Bin et al (2010) ified the centering theory by incorporating
the semantic roles to resolve the pronouns. Thigagrh solves the problem to an extent bt
only for person pronouns and the problem remairsolvable in ambiguous cases (i.e. choosin
an antecedent is ambiguous). Instead in our apprahis problem can be resolved by examining
word based semantics and context based semankiesoTlowing section describes the selectiot
of correct antecedent of a pronoun.

34.2 Selection of complete patter ns in identifying the antecedents of a corresponding
pronoun

Identifying the correct antecedent of a pronouachkieved by the selection of complete pattern:
The triggering tuples of the patterns of anaphard s referring expressions play a vital role ir
identifying the correct antecedent of a pronoumrébabilistic scoring of triggering tuples in the
pattern of anaphora and its corresponding referemgessions set is determined. Based on tl
scoring, confidence of the instances are examined i@entified as an antecedent of ¢
corresponding anaphora. The scoring of tuplesvisrgbelow.

Select AN, =
Trer+ag
whereANas— Antecedent of a specific anaphpra As - specific anaphora to be resolved, —
all types of anaphord, - Triggering tuplesRE - referring expressions where [=1,2, 3 ...

34.3 Selection of partial patterns to generate new patter ns

After the complete pattern matching is performetstances that are not tackled under exa
matching are then partial matched. Partial matchdngarried out at different levels. The first
level is to modify the word-based features sucheasantic constraints of referring expressions 1
obtain the semantic similarity between the examgiterns of the referring expressions and tt
input instances of the referring expressions. Téraastic similarity of semantic constraints is
achieved by using the semantic UNL Ontology (UNR2D12) in which the semantic constraints
are arranged in a hierarchal relations suchiss” and“instanceef”. The next level of partial

matching is performed at the context-based featstesh as UNL relations. In addition, the
confidence of the tuple values is also computedi¢otify the correct antecedent of a pronour
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The detailed analysis of semantic similarity of straints and, coordinating and subordinating
relations are described below.

3.4.3a Semantic Similarity of Constraints

The semantic similarity between constraints is fuls®n identifying the anaphora
representing places. As discussed above, adverbs such as “ingu” and “angu’ along with its
morphological variations can act as pronouns whégitesent places. Semantic constraints sut
as city, town, state, countretc all represent places. However it is difficult kst all these
semantic variations in a pattern. Instead a semaistraction of constraints is needed to tackl
these variations. This is achieved by using theasgimabstraction of the semantic constraint
which is available through the semantic UNL ontgld@NDL, 2012). Semantic similarity is
measured by the distance between the parent sensmtstraints in UNL Ontology and is given
below.

SIM G, G =DIST Cpom GG

Where G- Semantic Constraint of referring expression olgdifor an instanceC — Semantic
constraint of referring expression in an examplégya, Coarent— Parent semantic constraint in
UNL Ontology, DIST — Distance measure

Next, we will discuss the handling of coordinatimgd subordinating relations necessary t
obtain the correct antecedent ofa pronoun.

3.4.3b Coordinating and Subordinating UNL Relations

UNL relations obtained for referring expressionsttiexactly matches with the UNL relation
obtained for anaphors are coordinating UNL relai@md UNL relations obtained for anaphor
that infer the UNL relations obtained for referringpressions are subordinating UNL relation:
(Balaji et al, 2011). In addition, we explored marember of coordinating and subordinating
relations to resolve various pronouns. The speaifies on UNL relations are also generalizec
and thus the antecedent of a pronoun can be debigded

1. Participant relations connected with pronoun thaticdy matches with Participant relations
connected with the referring expressions in theipte utterances. Here, the triggering tuple
is a verb and its associated UNL attributeuaaccusative (NACC).Example shown below
comes under this category and is resolved usingridpgering tuples mentioned above. Foi
example,

Ram baluvaiadiththaan. Avan azhuthaan. RamhiuBdé cried.

hit (agt>thing, obj>thing) cry (obj>thing), NACC

[agt] Ram (iof>person) [obj] he (pronoun)

[obj] Balu (iof>person)
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FIGURE 2 UNL Graphs for the sentences “Ram hit Balu. He cried”.

The semantic constraints are shown in the brace$ the relations connected with the
corresponding concepts are shown in square brackets. The attribute “NACC” represents the verb
is unaccusative.

The participant relaéh “obj” connected with pronoun that exactly matches with the participant
relation “obj” connected with the concept “balu (iof>person)” in the previous sentence. Here, the
triggering tuple iSNA CC”. And thus the antecedent of a pronoun “he” is identified as “balu”.
Similarly the otherconditions are applied to obtdie correct antecedent of a pronoun.

2. Participant relations connected with pronoun thétrs the Participant relations connectel
with the referring expressions in the previous ratiees. Here, the triggering tuples ar
transitive verbs and its associated information.

3. Modifier relations connected with pronoun that msfeahe Participant relations connectec
with the referring expressions in the previous rattiees. Here, the triggering tuples an
transitive verbs.

4. Location relations connected with pronoun along with the “be” verb infers the Attribute
relations connected with referring expressionsm frevious utterances.

Using the conditions described above, the coortigatnd subordinating relations are identified
In addition, new combination of relations is leainfom the above conditions and thus th
correct antecedent of a pronoun is obtained.

5. Evaluation

The performance of our bootstrapping approachviestigated using Tourismand News domair
We have considered 10000 sentences from each damditagged with the appropriate feature
such as POS, UNL attributes, UNL semantic constzaamd UNL relation. We have taken 100(
tagged sentences for training data and extractedndst frequently occurred example patterns «
each pronoun type. During this process we havatified 3025 person pronouns (singular),
2857 place pronouns, 156 plural pronouns and 32htepronouns. Out of these obtainec
pronouns, we have achieved the overall resulB4% accuracy. The precision, recall and F
measure for resolving pronouns are shown in théethblow. Table-3 shows the precision o
various types of pronouns resolved.

Type of Precision Recall F-measure
Anaphora
Third Person 0.852 0.83 0.84
Singular Pronoung
Third Person 0.79 0.74 0.76
Plural Pronouns
Place pronouns 0.842 0.823 0.832
Event pronouns 0.837 0.656 0.735

TABLE 3 Performance of our Bootstrapping approach
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We have also compared our bootstrapping approathh thie previous rule based approach
(Balaji et al, 2011). The comparison is shown ig Bi From the results, it is to be noted that ot
bootstrapping approach performs better than theiqus rule based approach. Since the rules a
limited in our previous approach, the F-measurvs and this difficulty could be resolved in
our bootstrapping approach. We have also comparedootstrapping approach with the patt
coreference of (Bergsama et al, 2006) which is atdtwapping approach. The comparison o
baseline system with our approach is shown in Fighe parse tree for Tamil sentences i
constructed using the existing Tamil parser (Sarawneet al, 2003). From the results, it can b
seen that the performance of our approach giveehresults than the existing system and the
measure of our approach is 84% when compared todbkeline system as 48%.

Rule based Vs Bootstrapping Baseline system Vs Our approach

F Measure

F measure

01 [ Rule-based 93
od W Bootstrapping 02

d‘f &
& F “P\\\# & 3
Types of Pronouns Bcotslr:pplng systems
FIGURE 3 Comparison of Bootstr appi ng FIGURE 4 Comparison - Baseline
and Rule-based approach system Vs. Graph  Bootstrapping

Conclusion

In this paper, a semi-supervised, two-stage bagiping approach has been described to resol
all types of anaphora. In stage 1, the anaphoraitarréferring expressions are identified and ir
stage 2, the correct antecedent of a pronounestegl among the set of referring expressions of
corresponding pronoun. This two-stage bootstrappiogroach uses two patterasor anaphora
and referring expressions. Both the patterns con$iword based semantics and context base
semantics. Moreover, a new concept called triggerioples has been introduced in ou
bootstrapping approach so as to identify correté@dent of a pronoun in case of ambiguities
The performance of our bootstrapping approach presibetter results when compared to th
baseline bootstrapping system. Further, we enh#risebootstrapping approach for identifying
coreference entities by identifying more numbecadrdinating and subordinating relations.
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