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ABSTRACT

The paper reports on the recent forum RU-EVAl new initiative for evaluation of Russian
NLP resources, methods and toolkits. It started in 2010 with evaludtinarphological parsers,
and the second event RU-EVAL 2012 (2011-2012) focused on syntaatging. Eight
participating IT companies and academic institutions submitted their results pos quarsing.
We discuss the results of this evaluation and describe the so-Galfedevaluation principles
that allowed us to compare output dependency trees, which varied greatlydihep on
theoretical approaches, parsing methods, tag sets, and dependency orientaimpkesp
adopted by the participants.

TITLE AND ABSTRACT IN RUSSIAN

RU-EVAL-2012: Ouenka napcepoB rpaMMaTHKH 3aBHCHUMOCTeM
AJIS1 PYCCKOTO SI3bIKa

RU-EVAL - 310 (opyM HO OLEHKE PYCCKOSI3BIUYHBIX PECYPCOB, METOJOB M HHCTPYMEHTOB
aBTOMaTH4eCKoW 00paboTku Tekcra. Ilepbiid 3tanm Qopyma cocrosics B 2010 roay u Obut
MOCBSILICH OLIeHKe Mopdoorndeckux napcepos (Lyashevskaya et al. 2010), Bropoii nmkn (2011-
2012) cBs3aH C OLEHKO# cuHTakcumyeckoro ananm3a Tekcta (Toldova et al. 2012). Ha
CHHTaKCHYECKOM (opyMe pe3ylIbTaThl pa3MeTKH TECTOBOIO KopIyca B (opMmaTe CHHTaKcHCca
3aBHCHMOCTEH IIpUCTand 8 yJacTHHKOB M3 KOMMEPUYECKHX KOMIIAHHH U aKaJIeMHYeCKUX
yupexJIeHHi. B craThe oMUCHIBAIOTCS MPHHIUIBI «MSTKOID» OIEHKH, II03BOJIHBINIE CPAaBHHBAThH
OTBETHI, KOTOPHIE BECbMa 3HAYMUTENHHO PA3IUYAINCh KaK TEOPeTHYECKHMH IOAXOAaMH U
METO/laMHi IIAPCHHTa, TaK M MO KOHKPETHOMY COCTaBy TErOB M HAIPABICHUIO 3aBHCHMOCTEH.
OO6cCyKIaloTesl pe3ynbTaThl, CIOXKHBIE JUIL OLCHKH CIyYaH, a TakkKe HEKOTOpbIe MpOOIEeMHBIC
TOYKA B paboTe pYCCKUX CHHTAKCHYECKHX MapCcepoB, KOTOPHIE BBIIBHIA OKCIEPTH3a
pe3yIbTaToB.
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1 RU-EVAL-2012: OumeHka napcepoB TpaMMaTHKHM 3aBHCHMOCTEH JJ1s
PYCCKOro si3bIKa

CraThsi MOCBsILICHA [EPBOMY OIBITY NpoBeieHWs B Poccum ¢opyma mo OIEHKE METOHOB
ABTOMAaTHYECKOr0 CHHTAKCHYECKOrO aHaiM3a TEKCTOB Ha PYCCKOM si3bike. B 3amaunm (opyma
BXOJIJIO OLICHUTH OOIIEe MOJNIOKEHHE AeI B 3TOH 0OJACTH: KaKHE Mapcepbl PYCCKOTO s3bIKA
CYILIECTBYIOT, KAKHE TCOPETUIECKUE MOAXOABI IPEACTABIICHBI, KAKOBBI CPEIHIE U MAKCUMAIbHBIC
[OKa3aTeNy CYIIECTBYIOIMX pa3paboToK. B crarbe wu3mararorcss OCHOBHBIC HPUHIMIBL U
npoOJieMbl TTOArOTOBKM (popyma: co3paHue TeCTOBOHM KoJuleKuuu M 3onotoro cranmapra (3C),
npopaboTKa 3afaHUil 1 MEp OLEHKH, HOJBOIATCS UTOTH (pOpyMa, aHATM3HPYIOTCS PE3yIbTAThI
CpaBHEHHs1 Pa0OThl CHHTAKCHYECKHMX MAapCepoB, MPEACTaBICHHBIX Ha Qopyme. TecToBoit
KOJUICKIIMEH CIyXKWI KOPIYC U3 OTACHBHBIX MNPEIIOKEHHH U  IIOCIEAOBATEIBHOCTEM
HPEUIOKCHUIT U3 XyHDOXKECTBEHHOH M HAyYHO-IyONHMIHCTHYECKOW JIMTEpAaTyphl, a TaKKe
HOBOCTHBIX COOOIIEHUI 00IIMM 00BEMOM | MIIH. TOKEHOB.

B copeBHOBaHMM yuyacTBOBaJIM cucteMbl: SyntAutom, DictaScope Syntax, SemSin, OTAII-3,
CHHTaKTHKO-CEMaHTHUEeCKUil mapcep SemanticAnalyzer Group, AotSoft, ABBYY Compreno
(DIALOGUE 2012) Ogauu yuactHuk, Russian Malt (C.Ilapos, Jlumc, BemukoGpuranus),
y4acTBOBaJI BHE KOHKypca, B TO BpeMsi kKak y4acTHUK Link Grammar Parser (C. IIportacos,
MockBa) He CMOT KOHBEPTHPOBATh pE3yibTaThl B aJCKBAaTHBIH (opMaTr TIpaMMATHKA
3aBHCHMOCTEH M OTKA3aJICS OT y4aCTHsI B COPCBHOBAHUHL.

IIpenBapuTenbHas OLEGHKA M3BECTHBIX OTKPBITHIX CHCTEM CHHTAKCHYECKOTO aHaIM3a II0Ka3aia,
9T0 GONBLIMHCTBO IAPCEPOB UL PYCCKOTO s3bIKa 0a3MpPyIOTCS HA TpaMMATHKE 3aBHCHMOCTEIL.
Ananmu3 mpoGHOro pasodopa 100 mnpemnoxeHuil, NPEACTABICHHOTO pPa3padOTYMKAMH —
MOTCHIMANBHBIMU  ydacTHUKaMH (opyma 2011-2012, nokaszan, uyto B Poccum cucteMsl
CHHTaKCHYECKOTO aHaJIN3a Pa3BHBAINCh aBTOHOMHO, 0e3 HCIOJIb30BaHMA KaKoro OBl TO HH OBLIO
KOpITyca B KauecTBe dTaloHa. [IoCKOIbKY PacX0XKACHUS MEXKTY CHCTEMAaMH II0 COCTaBy TETOB U
[0 OPHHIUIAM YCTaHOBIICHHS CBs3efl OKa3alauCh 3HAYMTEIHHBIMH, OBUIO NMPHHATO pPEUICHHE O
TOM, YTO Ha JIAaHHOM JTalle OLCHUBATHCS JOJDKHO TOIBKO IIPAaBHILHOE ONpe/eNIeHHe CHCTeMaMu
CHHTaKCHUYECKH CBS3aHHBIX I1ap CIOBO(GOPM H YCTAHOBIECHHE «TJIABHOTO» JJIEMEHTAa B IIape.
OuneHuBanach INPaBWIBHOCTh IPUIKCHIBAHUS BEPLIMHBI 3aBUCHMON cioBodopMe (OZHAKO,
IIPaBUIIBHOCT Pa3METKH BCETO MPEUIOKEHHUS He OLICHUBANACE).

Pesynbrarhl, IOIyYeHHBIE OT YYaCTHHKOB, CpaBHHBaIHCh Ha kopmyce 3C: 800 mpemioskeHHi,
CIIydaiiHEIM 00pa3oM BBHIODAaHHBIX U3 TECTOBOM KOJUICKIMHM M Pa3MEUYEHHBIX BPYYHYIO.
IIpyHIUIBI ¥ cpelcTBAa CUHTAKCUYECKOW pa3sMETKM, UCIOJIb30BaHHbIE NP aHHOTHpoBaHMU 3C
6butn cpopmyimpoBanel B (Sokolova 2011; cp. taxxe Hovy and Lavid 2010). Pasmerka
IPOM3BOJMIACE MApaJUICIBHO TPEeMsl aHHOTaTOpaMH. bpula IpefnpHHATa IONBITKA CBECTH
pe3yJbTaThl aHaIn3a K o0ueMy (popMary aBTOMAaTHYECKH, OQHAKO, OOJIBII&T BapHaTHBHOCTH B
CIIOXKHBIX CIIydasiX He II03BOJIIIa 000HTHCE 0e3 pyJHOU MPOBEPKH.

M cnonp30BaIoCh TaK HA3BIBAEMOE «MSATKOE» OIICHUBAHHUEC: JOIYCKAJIMCh OTKJIOHEHHUS OT 3C B
OTBE€TaxX CHCTEM, 06yCJ’IOBJ’IeHHI)Ie CHeLII/I(bHKOﬁ TEOPETUUCCKUX WM TIPOU3BOACTBEHHBIX
pemeHHﬁ, €CJIN TaKHE€ PCIICHUS ITPOBOAATCSA ITOCIEA0BATEIIbHO HA BCEM TECTOBOM KOPITYCE. IIHS[
KHaCCI/ICl)I/IKaLII/II/I paCXO)KI[CHPII‘?I ¢ 3C wucnonp3oBaJiach IIKajia OIICHOK, BKJIHOYamMmas Kak
«AOITYCTUMBIC» PACXOKIACHUSA (pacxomueHnﬂ 0OBACHSIOTCS PacxXoxACHUEM B IPUHIUITAAIIBHBIX
PEUICHUAX CUCTEMBI U 3C), TaK U CCMaHTUYECKHU NJONYCTUMYH CHHTAaKCHYECKYI0 OMOHUMHUIO.
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Sentence 1819 [ B

s T g |

id token type heada |jd token type head mark
1 Kaxux « pesyremamos amod 3 1 Kakmx < pesvismamos | Kaxoi 3 0
2 ‘mmenno «— Kaxux spec |1 2 | EMeHHO < pesyiemamos Yactama 3 4
3 |pesyanTaToR — Hcdams obj 5 3 | pesyawTaToe +— sxcdame | Pog 5 0
4 moxHO pred 4 |\ momHO

5 EIATB +— UOHNCHO comp 4 3 _ Coct_ckaz 4 0
6 0T +— Hcdams comp 5 6 | oT — cdams Otmryaa.Omo 5 0
7 |coemecTHBIX — ycuauil amed |8 7 | coemecTHRIX — veutul | Kaxoi 8 0
8 vemami — om pcomp 6 2 | yomamii «— om Pog 6 0
9 umemor — youwiud mod 8§ 9 ameHoB +— Zpyrnb Pox 10 1
10 rpymme: — wreros mod 9 10 rpynne: — xcdame Ben 5 1

Puc.1. Conocrasinenue pasmerkn 3C 1 OTBETA CHCTEMBI € TpaLyaibHOI oneHkoii (mark).

Pe3ynbrarhl OLEHUBAIKCH C MCIOJIB30BAaHUEM CTaHAAaPTHBIX Mep: TouHocth (P), momuora (R)
F-mepa. TOYHOCTH OLIEHMBAIACh KaK OTHOLICHHE KOJIMYECTBA JOIYCTHMBIX OTBETOB CHCTEMBI.
Pesynsrater Unlabeled Attachment Scokecrasuin: Pmax— 0.952, Fmepa — 0.967, Pmin-
0.789, Fmepa = 0.872, cpenHuii pe3ynbrar o BceM cuctemam: Pav— 0.88.

Hawnydmme pesyiabTaThl JOCTHTHYTBI CHCTEMaMH, «OOOTAlICHHBIMU» CEMAHTHYCCKMMHU U
JPYTHMHU KCHEPTHBIMH JIMHTBUCTHYECKHMU 3HAHHAMHU. DTH CHCTEMBI CO3/aBAIIMCh OONBLINMH
KOJUICKTMBAMH BBICOKOIPO(ECCHOHAIBHBIX JIMHIBHCTOB B TEYCHHE IJIUTEIBHOIO IEpHOIaA
Bpemenu. Tperbs o ToyHocTH — cucrtema Russian MaltocHoBanHas Ha MalIMHHOM 00y4YeHUH
(MALT). O6yuenue mpoucxomuno Ha tpubanke SynTagRus (httffruscorporau), xoropsiii,
TakuM 00pa3oM, obecreurBaeT MallInHHOE 00y4eHHE ¢ BEICOKMMH Pe3yJIbTaTaMU 10 TOYHOCTH H
nosHoTe. Kak CBHIETENbCTBYIOT OCTalbHBIC PE3y/IbTAaThl, MEHEE JJOPOTHE U PECypco3aTpaTHbIC
PELICHHUS TAKXKE UMEIOT HEIUIOXYIO TOYHOCTh U HOJHOTY.

B xozxe moaroroBku u mpoBefeHus (opyma ObLIM BbIpaGOTaHbI MPHHLKIIBI U METO/BI OLICHKH
PabOThI 3aBUCHMOCTHBIX I1apCEPOB, OCHOBAHHBIX HA PA3HBIX TEOPETHUECKUX MPUHIMNAX. Takke
ObuTH co3aaHbl BaxkHble pecypesl: (a) 3C oobemom 800 mpeasokeHuil, pa3MEeYeHHBIX BPYYHYIO;
(0) IMapanemnpHblii TpubaHk, B KOTOPOM IPEACTAaBIEHA MapajUlelibHas AHHOTALUS TECTOBOTO
kopryca (1 MJIH. TOKEHOB) YETBIPHMSI CHCTEMaMH C BH3yalM3alueil 1 BO3MOXKHOCTBIO MOMCKA
(o6a pecypca npeacTaBieHsl B CBOOOIHOM NOCTYyIIE Ha caiite http://testsynt.soiza.com

OmnsIT npoBenenus popyMma MOKa3al, YTO aBTOMAaTHYECKUI CUHTAKCHYECKHI aHaNIu3 UL S3BIKOB
THIIA PYCCKOTO HMeEeT LeNbId psifi 0COOCHHOCTEH, CBA3aHHBIX C Pa3sBHTOH Mopdoiorueil u
Ooratoii omoHHMHeil Ha ypoBHe (GOpPM, a TaKKe CO CBOOOIHBIM IOPSAKOM CIIOB. ODTH
00CTOSITEECTBA CYMECTBEHHBIM 00Pa30M BIMSIOT HE TOJNBKO Ha CIENU(UKY pa3paOOTKH, HO U
Ha crenu(HUKy HPOBEACHUS CPaBHEHHS MEXITy cucTeMaMu. Ha cerommsmuuii neHb HanOoiee
pacrpoCTpaHEHHbIE U YCICIIHBIC METOBI IIPEOOICHHS JaHHBIX TPYIHOCTEH 1 METOABI OOPHOBI
C CHHTAKCHYECKOH OMOHHMMHMEH — JTO y4eT OrpaHMYCHUH Ha JICKCHUECKYI0 COYETaeMOCTb U
YCHJICHHE CTaTUCTHYECKHMH MPOIEIypaMU JIMHIBUCTHYECKHX KOMIIOHCHTOB, OCHOBAaHHBIX Ha
IpaBUIIax.
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2 Introduction

The NLP Evaluation forum RLEVAL started in 2010 as a new initiative aimed at independe
evaluation of NLP systems for Russian. The second evaluatigpeggm(20112012) is focused
on syntactic parsing. It is open both to academic institutions and iiadicstmpanies, and its
general objective is tosaess the current staté-the-art in the field and promote the developmer
of syntactic technologies. The forum has also an educational componentxpéme group
includes students who plan to work in the field of computational istiga. The forum provides
a good opportunity for them to have a hands-on experiencewofii®@NLP tools work, and to
see their strong and weak sides.

The first NLP Evaluation forum focused on morphological taggers [g&e//ru-eval.ry
Lyashevskaya et al. 2010), bringing together 15 participants from Mos8aint-Petersburg,
Yekaterinburg, Ukraine, Belarus andK. In 20112012, syntactic parsing technologies wert
evaluated (Toldova et al. 201%)was the first time such evaluation was held in Russia. This te
turned out to be much more complicated than morphological taggers evaluation.

The main features for Russian parsers are the following: they ardyniased on the
dependency trees representation, they are rule-based, and there is mo anifotation scheme
for such systems. The controversial issues we faced while workirteoevaluation routine for
Russian parsers could be explained first of all by some peculiaritiesvid Blaguages: Russian
is a morphologically rich language with a rather free word ordefadfy word order is mostly
triggered by information flow (e.g. topic-focus hierarchy, prominarigearticipants in a profiled
frame, emphasis etc.), though there exist some ‘neutral word order’ patterns, grounded in certain
discourse registers (question, beginning of narrative, etc.) and individogdhosyntactic
structures (such as Dative construction). Since frame relations are maiobded by
grammatical case and prepositions, the role of word order in the recogfisemantic-syntactic
relations shrinks dramatically. So, it is not surprising that a wide vaofprmalisms and
principles of syntactic structure representation are used for parsing Rusd@nTteere are
considerable differences in parsing outputs, depending mainly emdhiesk of the NLP system.

Since the majority of potential participants develop the dependency parsgrslepehdency
trees were evaluated. The overall procedure was organized as follows: particiganted a
tokenized text collection, processed it in their systems and sent the brasklin a unified
format. Precision and recall was assessed by comparing the result agamanttaly tagged
Gold Standard (GS). The expertise of the task output was performed igemiatically with
subsequent double manual check.

Section 3 presents possible approaches to evaluating Russian syntactic parsetisadrmbints

that should be taken into consideration. Section 4 reports on track désigmoard of
participants, datasets for the training, task and test collections, evaluationeseaglresults. In
Section 5, we discuss most systematic cases of variation in the output as setieasrucial

points that still pose a problem for many Russian parsers.

3  Approaches to evaluating Russian syntactic parsing

A preliminary study on the current state of syntactic parsing fosiBuas shown that most of
the systems use the dependency grammar representation. Given thisedepenees were
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chosen as an output format, and those participants who used mixed depetdestitcuency
representation or other formalisms, were asked to convert their results.

The general practice suggests that the organizers provide a syntactic tnestthnio use as a
GS this provides also a standard tag set, namely, names and tyjedstiohs. Moreover, most
developers use these corpora for building their systems, especthbysijstem is ML-aided. For
example, in EVALITA, Turin University Treebank (TUT) is useldat is tagged with respet
both formalisms: dependency grammar and phrase structure grabsiveg the sentences from
such treebanks as a test corpus also simplifies the procedure of autosessrrest.

During the organization we relied upon similar evaluation events (EVAL&And other
mentioned in Section 2). However, we could not simply use the main pescpEVALITA per
se for the reasons mentioned below. We did not take into accouphahagical and syntactical
tags (despite the fact that we included them into the output to make thelreaaluation easier).

For the dependency tree parsing tracks, participants got the text colipirgsgentences and
tokens. The task was to mark the syntactic head and the type of syntactic fetatmech word.

The analysis of the 100-sentence test sample, parsed by potential pastiofftaetforum 2011
2012 showed that in Russia, syntactic parsing systems developed autolypmdth®ut using
any corpus as @S. As a result, differences between the systems in both tag sqtsaigles of
tagging were so significant that on several issues there could not lsguagny single solution
for data output format. Therefore, at this point, we decided to assess ot@gtisypairs detection
and detection of the syntactic heads. In addition, we decided that theoretically motivat
divergences should not be evaluated as errors.

The main assumption of the expertise was tlwing: there is no single ‘correct’ answer to
complicated questions, and there is no ‘correct’ parsing algorithm. We tried to mark as wrong
only those parses that were motivated neither by theoretical nor by prdetitsibns. In many
cases, the solution to a complicated syntax problem depends on theaépéithe system. There
were also some problematic cases which did not have a single solutionaAfbenparison of
results, produced by different parsers, the list of problematic caseyritactic analysis and
methods for their processing were specified.

4 Participants, data sets and results

4.1 Participants

Eleven NLP groups from Moscow, St. Petersburg, Nizhniy Novgoidsgia), Donetsk
(Ukraine), and Leeds (UK) expressed their interest in participating in taatkstThese were
systems that use dependency parsing, phrase structure parsing, dmknagr and mixed
approaches The answers were submitted by eight groufyntAutom (A.Antonova and
A.Misyurev, Moscow), DictaScope Syntax (Dictum, Nizhniy Novgorod), Ser{iSiBoyarsky,
E.Kanevsky, St.Petersburg), ETAP-3 (Kharkevich Institute for Informafleansmission
Problems RAS, Moscow), syntactical-semantic analyzer from the SemanticAn&yaap
(D.Kan, St.Petersburg), AotSoft (V.Vasilyev, Moscow), Compreno (ABBYYs&tev), Russian
Malt (S.Sharoff, Leeds; participated out of competition). One of the participantel{narimk
Grammar Parser (S.Protasov, Moscolg) not succeeded in converting results to output forme
thus there were seven participants involved in the final assessment.
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4.2 Test collections and tasks

Evaluation corpus consisted of untagged texts of different types. Céopuke main track
consisted of fiction, newsjonfiction and texts from social network&%y). There were both
separate sentences (0.2 MW from the open collection of the Russian Natigpa$)Cand text
fragments. Corpus for news track consisted of text fragmemts fihe ROMIP news collection
These were sequences of three sentences picked randomly. All sentenegskenized and
indexed.

Participants were to markupsyntactic head for each token. Correctness of parsing the wh
sentence was irrelevant, only correctness of choosing the head wastevaAssessment was
conducted on &S subcorpus which included about 800 randomly selected sent&dcefo( the
main collection and 300 for the news collection) that had been manually t{@ggeskction 3.5).

4.3 Input and output format

Input data were in two different formats: plain-text without any markamd XML with
numeration and detailed tokenization. Tokenization and numeration allowed us to sithelify
assessment procedure, making it semi-automatic. Plain-text was provithedptarticipants who
take plain-text as the input.

Output format was also specified. Sentence and token numeration shatald mymeration in
the input file, for each token there should @eumber of syntactic head token, relation type ant
optionally, morphological tags (provided for experts so that they canllyze reasons of
mismatches witlsS).

4.4 Gold Standard

Before the assessment, t8& was tagged manually using the tagging tool created by Max
lonov. Each sentenceawindependently tagged by two expetten divergences were discussed
if any, and the common decision was made. Then the result veaked by the third expert.
Such procedure allowed us to achieve three aims. First, it helped tmireirthe fraction of
arguably tagged tokens. Second, organizers wanted to ‘@w@ditting’: getting the experts used
to common error of the specific system and omitting errors byeticing them. Third, tagging
was supposed to give the experts the basic knowledge about difficult cdgeshetp them form
criteria for evaluating mismatches.

The group of experts developed the tag set and principles of manuahtiom based on
(Sokolova2011, see also Hovy and Lavid 2010). Since uniformity of tagging pexddr by
several people was the main concern, the annotators were asked to choageotier possible
decisions, the most natural one which would correspotite most popular understanding of the
sentence in a possible context. The simpler and clearer decisions argréhanter-annotato
agreement score they provide.

4.5 Evaluation measures

The common evaluation strategy is to compare the output of the parsbesG8 test set (cf.
CONLL and EVALITA, Buchholz and Marsi 2006, Nivre et al. 208bsco andVazzei2012).
The test sets usually are based on a treebank used for the developtherpaers. As it was
mentioned above, there is no comparable generally accepted treebanks$mnR Moreover,
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there is a great variation in labelling syntactic relations and even in the head-mmedfiens
through parsers. For these reasons the only Unlabeled Attachment Scareemeastaken into
account. In the dependency parsing each token in the sentencerng@sisegonly one Head ID.
Thus, the precision could be measured as the percentage of tokens with correct or “admissible”
heads. As noted above, we considered certain kinds of mismatchesrb#te/&& variant and
the system response as acceptable.

The assessment assumed comparing the ID number on the tagged head tokezaelith the
corresponding number in the@S The match was automatically marked as 0. Mismatches (alc
with matches, however) were given to the experts for further iestion. They could marka
mismatch as:

1— system error

2— GSerror

3 — acceptable mismatch (theoretical difference between the system dafl)the
4 — acceptable mismatch (in case of homonymy)

5— the response matches B8, but they are both wrong

6 — syntactic head is not specified for the token, but it should be specified

7 — syntactic head is not specified for the token, and could be omitted

8 — uncertain

9 — other (cases thalb not fall into categories-B).

There were a significant number of mismatches in choices of syntactic relmdotions among
parsers. These were not mistakes but decisions made during the sy#geispment, so they
could not be qualified as errors. For the purpose of simplificati@ssfssment, the participants
agreed to unify relation directions in some cases, such as: (gsgtien— noun; (2) auxiliary
verb- lexical verb; (3) relations in coordinating constructions.

However, the other dependencies had to be consistent with the decisionsiocgrsech relation
directions. For example, if auxiliary verbs were taken to be heads,stligacts had to be
dependents of auxiliary verbs, whereas if main verbs were considzadd, lthen subjects had to
be dependents of main verbs; in the case of coordination, it was teetgads established by ¢
system that had to be conjoined, e.g. if noun (noun phrase)corasidered a head of a
prepositional phrase, then only nouns (noun phrases) could beinechjdor prepositional
phrases to form a coordinated structure. We did not penalize such decs$ionls they be not
unified, — again, preided that they (and the “outer” dependencies) were consistent throughout
the output. When relation directions were unified and converted @ $fermat, but there were
still “old” mismatches with “outer” dependencies (i.e. relation directions were updated so as to fit
the GS format, but their dependencies were not), such cases were treated as -artifactsrsion
errors.

The number of such cases was significant, so they requirttefuletailed assessment. After the
developers got access to their intermediate scores, they sent some commehtgroved to be
of great help in improving the assessment design. But evermtherould not fully eliminate
‘false positives’, where penalty was assigned by mistake (see Section 5 for the discussion of
some difficulties that we had to face).
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4.6 Results

The results of the main track are shown in tabl&czording to the “soft” evaluation measures
the best result has been achieved by ABBYY Compreno (precision &98@asure 0,967). The
results of the ETAP3 system are slightly lower. The average precision was 88,8.

Mask name P R F1 System Name

Trieste 0,952 0,983 0,967 Compreno

Marceille 0,933 0,981 0,956 ETAP-3

Barcelona 0,895 0,980 0,935 SyntAutom

Toulon 0,889 0,947 0,917 SemSyn

Brega 0,863 0,980 0,917 Dictum

Nice 0,856 0,860 0,858 SemanticAnalyzer Group
Napoli 0,789 0,975 0,872 AotSoft

TaBLE 1 - Dependency parsing, main track evaluation.

The best results have been achieved by two systems that developed tleesr authe basis of
manual rule-based approach, enriched with a thoroughly elaborated seomanfionent by
teams of linguist experts. However, low-time-consuming systent$y as SyntAutom, have also
proved to be reliable. One of the systems, Russian Malt, was based madh@e-learning
technology. It used the SynTagRus Treebalnitp(//ruscorpora.nuas a learning corpus and
achieved the thirdighestresults (the results are not shown in the chart since the syst
participated out of competition). In the next section we will discuss in dsaie questions
touched upon durinRU-EVAL 2012 and the difficulties that we had to face.

5 Discussion

5.1 Variation in parsing

As it has been mentioned above, the systems vary significantly with tesp&ag sets and
dependency assignment rules. It is only in the sistplases (e.g. attributes that agree witl
nouns) that therés hardly any variation at allMore often, the systems process a particule
construction in several different ways. For instance, while in some paisgyle clauses can be
connected with each other by means of establishing a syntactic relation beteieererthal
heads, other analyzers parse a complex sentence by linking its simple clatisea w
subordinating conjunction.

What is more important, there can be cases where there is no uniémretital decision within
dependency formalism. Sometimes it generally remains unclear whichf ahe onits of the
syntactic relation is the head or dependent (lomdin 1990, Gladkij 1978 &ubiguities
emerge when different criterions on head-dependent distinction yield diffesults (Testelets
2001), or not a single criterion is applicable.

(1)  (pol’zovat’sya) velikimi(Adjl) i udivitel’nymi(Adj2) blagam{N)
(use) wonderful and great amenities
AN =i i — Adjl; i — Adj2; B. N— Adj1; Adjl — i — Adj2;
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C. N— AdjL; Adjl — i; Adjl — Adj2; D. N— Adjl; Adjl — Adj2; Adj2 — i.

The coordinated structure in (1) can be parsed in several ways: a comjwastibe treated as a
head itself (A); the coordinated group can form a linear dependetitdiedn (B); it can be
treated as a dependent on any element in the coordinated group (C andtbis Ewample, no
parsing result can be argued to be a system error, as long as the vandieated structure is
successfully parsed in a consistent way.

Further steps should be taken to reduce variation in dependency relabetss so that tag
assignment evaluation could be performed. Theeeconsiderable variation in classifications o
dependency relations: some of them are based on morphological propettieshe&d or of the
dependent while others rely upon general syntactic functioagiefn word form. For example,
one system has the tag ‘card' (cardinal) for encoding the numeraldependency;ni other
systems, quantifier is just an instanceamoun modifier. Merging different classifications is still
a goal to be achieved.

5.2 Qualitative output analysis: some problem cases

After we hadanalyzed all systems’ answers, we came to the conclusion that there were no
‘universal problem cases’ — cases that cannot be properly parsed with all systems, and
conclusion is a pleasant fact indeed. A special case example here woulépositgmal
dependents (it can have verb as a head irrespective of weather it is aardrguan adjunct or a
noun as a dependent in an NP). If there are several head candidates in @ sdmgeparsers
choose either the first noun preceding prepositional dependent, or vedshl dr the closest
finite verb in a treeYet many thus generated variants are not semantically admissible, com
acceptable examples (2A-C), (3A-B) to inacceptable ones (2D), (3C):

(2) Google prodolzhaet ukrepljat’ pozidi na rynke
GoogleNOM.SG continues strengthen.INF position.AC@PL market.LOC.SG
prilozhenij dlja sovmestnoj raboty.

application.GEN.PL for  collaborative. GEN.SG work.GEN.SG
“Google continues strengthening positions on the market of applications for collaborative work”.

A. Ok pozidi ‘position.ACC.PL” — na rynke‘on market. LOC.SG’

B. Ok ukrepljat’ ‘strengthen.INF’ — na rynke‘on market.LOC.SG’

C. OK prilozhenij ‘application.GEN.PL’ — dlja sovmestnoj rabotyfor collaborative. GEN.SG
work.GEN.SG’

D.* ukrepljat’ — dlja sovmestnoj rabotifor collaboraive. GEN.SG work.GEN.SG’

(3) chto mozhet dobit’sja svojej celi lish’  pri
that can achieve.INF REFL.POSS.GEN.SG goal.GEN.SG ordy

odnom uslovii...
one.LOC.SG condition.LOC.SG

*...that [he] can achieve his goal only ona single condition...’

A. OK dobit’sja ‘achieve. INF* — pri uslovii ‘on condition.LOC.SG’
B. Okmozhet‘can’ — pri uslovii ‘on condition.LOC.SG’
C. *celi ‘goal. GEN.SG’ — pri uslovii ‘on condition. LOC.SG’
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There are certainly much more errors in complex sentences. Among theypicak problem
cases is establishing the simple (dependent) clause head in a clause that firecdelssndent
one. Similarly, nominal and copular heads may not be regarded adgoasithidates for being a
clause head. Finally, quite often are the cases when a distant dependent is canecte
hypothetical head across the clause boundary and the cases whenrdrmain undefined for
words absent from the system dictionary (words and alii@w like “OC”, “Intel” etc.).

Conclusion

The RU-EVAL 2012 has brought together a considerable numberaaiipanies and academic
groups that work on Russian syntax parsing, and made ibfgoss assess the statéthe-art in
the field (so far, mostly in Russia). The forum has shown tleatnjority of parsers for Russian
are based on dependency formalism. They are rule-based.

The event has the following practical outcomes:

¢ A manually tagged standard set, consisting of 800 sentencesdis available through
testsynt.soiza.com; the guidelines for tagging accordings®principles have been
compiled and tested.

e Variations in theoretical and practical decisions between existing parsers bawe
registered.

e The treebank with parallel annotation (1 min. tokens, annotated bypfuaticipants) is
made available at http://testsynt.soiza.¢dtmis presumed that the treebank can enab
reliable machine learning for parsing.

The RU-EVAL 2012 has shown that there are three basic approaches to parRuogsian:

1. systems, manually enriched with expert linguistic knowledge (CompESHR-3);
2. automata-based systems (SyntAutom);
3. machine-learning systems.

The manually enriched with rules systems have shown the best rétmltever, low-time-
consuming systems, such as SyntAutom, have also provesl riglible. The results have also
demonstrated that there exists at least one Russian treebank that enables mel@ihe
learning for parsing Russian (the Russian Malt system). Althougki&uis a free-word order
language with a rich morphology, the quality of syntactic parsing te gigh. The majority of
Russian parsers override the difficulties due to lack of word order amstby developing
semantic components and integrating statistical approaches into the rulesystsets. The best
result has been demonstrated by the system that heavily dependedamticsceomponents and
took into consideration the semantic constraints on lexeme co-occurrence.
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