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ABSTRACT

This paper describes experiments with transliteration ofobubcabulary English terms into
Bengali to improve the effectiveness of English-Bengali Cr@ssguage Information Retrieval.
We use a statistical translation model as a basis for transliteration, and present evetsatte
on the FIRE 2011 RISOT Bengali test collectiomcdrporating transliteration is shown to
substantially and statistically significantly improve Mean Average Predaidooth the text and
OCR conditions. Learning a distortionodel for OCR errors and then using that model t
improve recall is also shown to yield further substantial and statistically significant
improvement for the OCR condition.
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1 Introduction

Research in Cross-Language Information Retrieval (CLIR) has a lstayyh resulting in the
formation of evaluation venues such as CLEF [CLEF, undated] andRNNO CIR, undated].
European and Oriental languages received the initial focus, but in recest thealCLEF
evaluation has included Indian languages [Jagarlamudi, 2007]. Beginr@@08, the Forum for
Information Retrieval Evaluation (FIRE) [FIRE, undated] focused specificallylratian
languagesMonolingual Bengali retrieval was introduced to FIRE in 208& the first reported
experiments with an Englisfe-Bengali (E2B) CLIR experiment design (i.e., English queries ar
Bengali documents) were reported in 2010, but the lack of translationregesdior Bengali
limited those experiments to simulation of CLIR using human guanglation [Leveling2010.
This paper reports on the first fully automated experiments with@2R.

In case of E2B CLIR, the major challenge is limited Bengali resoufdi®ugh there is now an
Englishto-Bengali machine-readable dictionary available, we are not aware of anyhEngl
Bengali parallel corpus that is available for research use, any prior work (ishasailable for
reuse) on English-Bengali transliteration, or any other lexical resources ifaugilingual
WordNets) from which such a bilingual E2B translation lexicon mighéXieacted. We have
therefore created an E2B lexicon of about 32,000 entries by manuallyngehaione available
English-Bengali machine readable dictionary and we have trained a statistical tetisiiterol
to perform E2B translation.

A second important challenge with providing access to Bengali iafimmis that a relatively
large percentage of sources are only found in printed rather thigad thgm. In FIRE 2011, the
RISOT track introduced a CLIR test collection (with both English and Bengeaties) for which
two versions of a Bengali document collection are available: one containing tigitalde text
(text collection) and a second containing text recognized from document¢sniagg Optical
Character Recognition (OCR collection) [Garain, 2011&jvo groups reported results at FIRE
2011 on monolingual (Bengaid-Bengali) OCR'd document retrieval [Garain, 2011b; Ghos
2011]. In this paper we report the first CLIR results for QCBengali documents using English
queries, which to the best of our knowledge is only the second OCR-BhHedesults for any
language (the first being Englit¢b-Chinese [Tseng, 2001]). Our results show large ar
statistically significant improvements from statistical transliteratietatistical OCR error
modeling, and their combination.

2 Statistical Trangliteration for English-Bengali

To begin we used the transliteration method described by Virga and Khudafima and
Khudanpur, 2003]. In this method, transliteration is viewed as a simptaatlr translation task.
We used the Joshua open source statistical machine translation sys&ral[L2009] which is
reconfigured in [Irvineet al, 2010] for transliteration. Pairs of transliterated words and charact
based n-gram language models are used in place of parallel sentenegsdcainegrams models.
The Berkeley aligner [DeNero and Klein, 2007] is used to automatically aligaatees in pairs
of transliterations. The language models are then trained on 2- througyartOsequences of
target language characters. The goal is to minimize the edit distance betwegsteimessoutput
and the reference transliterations. This optimization is done by usingstigaX Minimum Error
Rate Training (MERT) and a character based BLEU score objective function (B).EU

340



80 -

44,96
24,57
45,14
45,82

=
o
B

75 A

70 A

=—4— Perfect1-best
Transliteration (%)
== Avg.Norm. Edit Dist 50 -

65 -

55 -

50 4

1873

w
]

o
™
™~

1812
1811

45

= P

250 500 750 1000 1500 2000 2500 3000 3500 4000 40
#Training Samples ---->

(a) (b)

FIGURE 1 - Plots of (a) transliteration accuracy (1 best) and average nornealized
distance with the number of training samples and (b) N-best transliteaatoracy.
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2.1 Training Data

For training, name pairs are mined from Wikipedia followamgapproach similar to one used by
Irvine et al [Irvine et al, 2010]. We obtained about 3,000 name pairs by considering
firstHeading field of the English and corresponding Bengali Wikipedia pages. Anotbép 3,
pairs were collected from other sources that contain both English and Besugels of famous
personalities, significant places (including names of Indian states, state capjalsant cities,
etc.), movies, and other named entities. A Bengali language model wasuilieby first tagging
the full Bengali news corpus from the FIRE test collection. This was domg the Stanford Part
of Speech (POS) tagger, which was trained on approximately &@0e@d Bengali sentences
(collected from Linguistic Data Consortium (LDC), University of Pennsyiveand the NLP
Tool Contest at [ICON, 2009]A total of ~30,000 unique named entities were identified throug
this process The resulting named entities were then used to construct a character n-(
language model that includes n-grams up to length ten.

2.2 Evaluation of the English-Bengali Transliteration Model

For evaluating the transliteration module, our list of 6,000 name pafsliwaed into 6 sets to
facilitate a 6-fold cross validatioffhe ratio of training, development and test data for each fc
was 4:1:1. Each set was used once as a test data and once as a develipméfg eport the
Levenshtein edit distance, optionally normalized by the length of the regestning, and the F1
measure as intrinsic evaluation measurks Figure 1(a) shows, increasing the number ¢
training pairs yields substantial improvement between 250 to 1,806, pvith less dramatic
improvements beyond 1500 training pairs - the system peafurenshows slogr change as
more data is added to the training set. For our final system (traingoon 6,000 pairs) the edit
distanceis 1.22, the normalized edit distance is@.6, and the F1measure is 0.7919. As Figur
1(b) shows, n about 46% of the cases, our system produced exactly the sameastrihg
reference in the top position, increasing to about 74% of the cases wHenkwier an exact
match somewhere in the top 10 candidates generated by our translitesiéon. sThis suggests
that using multiple transliteration alternatives in our CLIR system may b&uhelp
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3  English-Bengali CLIR System

In our CLIR model, the query in a source language (Englisfijsistranslated into the target
language (Bengali) using an EngliBengali Bilingual dictionary. The outf-vocabulary terms
are transliterated. The query in the target language is then expanded gemeyative stemmer
(i.e., a system that generates terms that would stem to the same BengaN\terconducted our
CLIR (English query and Bengali collection) experiment both on cia@hOCRd collections
separately We refer to experiments on the clean collection as the “text condition” and the
experiment on the OCR as the “OCR condition.” For the OCR condition, the query termere
further expanded using an OCR error modeling technique.

3.1 English-Bengali Bilingual Dictionary

A bilingual dictionary is available from the Ankur project [Dictionaryndated], but as
distributed it contains many unedited entriese Wected to retain only the edited entries
repeated entries were also automatically removed. This yielded 31,267 umigligh Eerms
Most of the English terms have more than one Bengali translatiogy. 13764 English terms
have only one Bengali meaning and others have multiple (up to 1&edifftranslations. In total,
there are 70,808 total term pairs (English term - Bengali translatiompuggh all English terms
are one word, many of the Bengali translations are multiple word expres3iansf 70,808 term
pairs, for 26,915 cases the Bengali translation includes more than che wo

3.2 OCRError Modeling

A key problem that distinguishes document image retrieval frorar dtiformation retrieval
problems is that character confusability during Optical Character Recogr@t®R)(can result
in mismatches between the (undistorted) query representation and thete@)jstimcument
representation. For example consider an Engjiglny word “cat”. Because of OCR errors “cat”
may be distorted to “cot” if ‘a’ is misrecognized as ‘0’ in the OCR’d documents. Therefore,
documents containing “cat” or “cot” or both should perhaps be retrieved for the query worc
“cat.” One way of doing this is to expand the query (e.g., to include the word “cot” in the query
in addition to “cat” whenever‘cat” appears in the query posed by the user). In our case, we
using Bengali search terms. In order to do this well, the systmds some model for how
Bengali characters are affected by OCR errors.

Our OCR error probabilities are built by comparing 20,000 documemtsiomg 37 million
characters of clean text with the electronic text generated from OCR. These pagag af the
RISOT collection on which we have tested our error model (note that the calléetsoabout
63,000 documents). We used a dynamic programming approachmpai® each pair of
documents and to report statistics of Unicode errors. The report details Uibde glyphs
have been inserted, deleted, or substituted in the OCR text, and with whanfrgegach error
was observed. The error counts for these 20,000 pages arenednarid global statistics,
referred to as “translation errors,” are computed. From this knowledge we build a tablg)(of
triplets <, 0, p> wheret; is translated t@; with probability p;, referred to as the corruption
probability. Note that botly ando; refer to a single codepoint or a group of codepoints. O
further investigation reveals that though the table contains more than@0@iplets, the 75 top
most frequent entries cover 80% of the error cases and our erret coodiders only them
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<top>

<num>26</num>

<title> Py S aIfarzer sEstI</title>
<desCHIOE TPHT TP S AT FAJE
A3 G ST i A e Es A o
T FE1 </desc>

<narsFEEIEs s o $R of e,
TR 8 REE WEE e T, ST

<top>

<num>26</num>

<title>Singur land dispute</title>

<desc>The land acquisition policies of the Left Rartin
Singur and the protest of Bhumi Ucched Protiro
Committee against this policy.</desc>

<narr>Relevant documents should contain informati
regarding the acquisition of agricultural land fodustrial
growth in Singur, the territorial battle betweere theft
Parties and the opposition parties, the brutal kilighe

innocent people and the protests and the criticism bylpe
from different sections of society.</narr>
</top>

AET A6 3 TACTeAT IR AR©  AFT
Tftw | </narr>

</top>

FIGURE 2- Same topic in Bengali (left) and English (right).
3.3 Formation of the Translated Query

RISOT 2011 actually provided topics in only in Bengali, but theesponding English topics are
available from the FIRE 2010 E2B CLIR task. Fig. 2 is a sample toemgali and English.
We used Lemur toolkit for our experiments [Lemur, undatedllo®ing the Indri 5.1 query
syntax, a title-only (T) query for the above topic would be posed as:

<query>

<number>26</number>

<text> #combine (singur land dispute)</text>
</query>

3.3.1 Dictionary-based Query Translation (DQT)

For a query in English, the basic idea is to look up each quey wdhe E2B lexicon, and for
Out-of-Vocabulary (OOV) terms (i.e., those not found in the E2B lexiconjséotransliteration
For example, for the above query, "singur" (the name of a placenetafound in the E2B
lexicon and thus was transliterated. For the term "fabd different translations are available in
the E2B lexicon while the term "dispute” hasatilable translations. Since we don’t have
translation preference information available, the best known approach is tedokatlternate
translation for a single term as members of a synonym set. luéhg, ghese are combined using
Indri’s '#syn' operator [Pirkola, 1998We process these multiple word expressions (on tl
Bengali side of our E2B lexicdras ordered phrases usirfgdri’s '#1' proximity operator to
enforce exact matching (e.gt 1R FTe157) will match only YT TSI together and
in that order)Before insertion of transliterations for OOV terms, the resulting Bengali doery
the example shown above would be:
<query>
<number>26</number>
<text>

#combine (¥syn (#1 (FAGHN #1 (AT o) #1 (SPMI) #1 (FTF0FT

FAN) #1 (SIS $1 (NS (A T #1 (@PT) #1 (SN #1 (TR #1 (ST

) ) #syn (#1 (SFTe[®) #1 (Sfew@y Fam #1 ((Fed) #1 (37

©F) #1 (RET®) #1 (F6AT F4T) ) )

</text>

</query>
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3.3.2 Handling of 00Vs

The English-Bengali transliteration module is used to generate one or amsi#drated versions
of eachOQV term returning the transliterations ranked in a best-first order. We then comk
some number N of those transliterations, again using the #syn apéaatdaf they were
alternative translationsyvhen 10-best transliteration for the term "singarthe above example
is included, the Bengali query becomes:

<query>
<number>26</number>
<text>
#combine (#syn (Fr@E e frem frg frag frgd Masm fmem «feg feew) .. .)
</text>
</query>

3.3.3 OCRError Modeling (OEM)

Let W, = wyw,...w, be ann-codepoint query word. Note that we refer to codepoints (i.e., a sin
Unicode value) rather than characters to avoid confusion between the printedigéat
representation; some Bengali glyphs are composed from more than onedJcociegpointWe
used the pruned set of 75 distortion probabilities learned in B&blsee Sectior8.2 above)
treating all other Bengali code points as if they have zero distortion propaB#gguming that
the codepoints of\; are corrupted by OCR independgnof each other, there may be many
distorted versions of the woltf,. On average 27.5 variants are added for each term (minimurr
maximum 128). We treat these distorted versions as synonyms, buinthaisve know the
distortion probability and thus we use the Probabilistic Structured QURS®) technique
[Darwish and Oard, 2003], which is implemented by Isdr#wsyn’ operator Let W, be a
possible distortion of query terift,,. We can then compute R, | W) as

PWoer |Wie) PWiex)

P, W) = s el

whereP(W,,) andP(W,,) are computed from the text and OCR collections. The Yemis not
considered in the expanded querP{N,,) = 0. The third componen®(W,|Wiex) is basically

P(W, —>Wsi ) which is computed from the error taltleas discussed in Sec. 3.2.

4 Evaluation

The RISOT collection contains about 63,000 Bengali docum@vigsindexed both collections
(Text and OCR) separately using the Lemur Toolkit and formed two tfpgseries: one from
each topic’s title field (T queries) and the other frogach topic’s title and description fields (TD
queries). RISOT 2011 provides 92 topics for which one or more relejadgenents are
available We limited our evaluation to the 66 topics for which at least 5 relevant documrents
known.Indri’s default retrieval model [Ponte and Croft, 1998] is used

41 Results

As a reference we report the monolingual MAP for the text conditiomg ke original Bengali
version of the topicsThis yields 0.3205 for TD and 0.2649 for T queries (runsafdl T6 in
Table 1) When we perform CLIR without transliteration (the DQT technique alone), @ty 7
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of the query terms are found in the E2B lexicon. As a result, we get relgtivet resultsa

MAP of 0.1230 for TD queries and 0.0965 for T queries (runs T2 @hdTranslation ambiguity
is not actually hurting us much in this case: manually selecting thesimege-word Bengali
translations from the alternatives available in the B2C lexicon (to eliminate botklthand

‘#syn’ operatos) results in only small apparent improvements (runs T3 and T8) thatair
statistically significant (runs T2:T3, T7:T8; p>0.1 by a two-tail t-test)

TABLE 1 - English-Bengali CLIR results for RISOT 2011 Collection, Text Condition

Retrieval

Run Q Condition Processing MAP MAP % P@5 P@10 | Rprec
T1 | TD | Monolingual -- 0.3205| 100% | 0.3762| 0.3182]| 0.3083
T2 | TD CLIR DQT 0.1230| 38% | 0.1370] 0.1167| 0.1240
T3 | TD CLIR DQT (Manual selection) | 0.1269| 40% | 0.1665| 0.1433| 0.1410
T4 | TD CLIR DQT + OOV 0.2645| 83% | 0.2887| 0.2558]| 0.2605
T5 | TD CLIR DQT + OO0V + Stemming | 0.3306 | 103% | 0.3609 | 0.3197 | 0.3204
T6 T | Monolingual 0.2649| 100% | 0.3109| 0.2630| 0.2550
T7 T CLIR DQT 0.0965| 36% | 0.1114) 0.1068| 0.0980
T8 T CLIR DQT (Manual selection) | 0.0969| 37% | 0.1271] 0.1094| 0.1080
T9 T CLIR DQT + OOV 0.2186| 83% | 0.2386| 0.2114| 0.2150
TII0| T CLIR DQT + OO0V + Stemming | 0.2689 | 102% | 0.2935 | 0.2600 | 0.2648

Incorporating thel0-best transliterations f@OV English query terms (with fully automatic E2B
translation for all other English query terms) yields substantial and statisticgilificent
improvement over DQT alone (runs T2:T4, T7:T9; p<0.01)amvalues of N (not shown) do
somewhat less well (MAP improvements from 1-best to 3-best, 3-bedidstand 5-best to 10-
best are statistically significant at p<0.05), and larger values of N yield nerfirthrovement.

As Bengali isa highly inflectional language, we then used a statistical stenjRak et al,
2011]. Given a query term, it generates all possible variations of the.\idrelstemming yields
a statistically significant improvements for both T and TD queries (FdriE5, T9:T10; p<0.01).
The best CLIR results are thus obtained from combining dictionary baseslatian with
transliteration of OOVs and generative stemming. Indeed, this combinativeved MAP
values that slightly exceed thosemonolingual retrieval (without stemming), demonstrating the
the monolingual condition should be considered as a reference and nopaeahaund.

Table 2 shows comparable results for our experiments with @i é@ndition. Again, DQT

alone does relatively poorly (runs O2 and O8) and manual selectiangéé-s/ord translations
again does not yield a significant improvement (runs 02:03, 08:09; p*&with the text

condition, transliteration yields significant improvements for the OCRd@®mn (runs 02:04,
08:010; p<0.01). Further statistically significant improvement results &R error modeling
(see Section 3.2.3) (runs 0O4:05, 010:011; p<0.01). Finally, theobesll results for the OCR
condition resulted from combining transliteration of OOV terms, modelinQ@R errors, and
stemming (runs 05:06, 011:012; p<0.01). For the OCR condition, thibination achieves
MAP valued near, but below, the corresponding monolingual MAP faestteondition.

Note that stemmed monolingual retrieval yielded MAPs equal to 0.3929 (TD).312bQ(T). If
these MAPs are used as baselines, CLIR (text condition) best performanged4%nland 86%
for T queries) of the best monolingual performance for TD queries and OOR condition
MAPSs are only 74% and 75% of the best monolingual results for TD apefles.
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TABLE 2 - English-Bengali CLIR result®r RISOT 2011 OCR’d Collection
(The rows for Runs T1 and T6 are reference results from texiticond

Retrieval

Run | Q Condition Processing MAP MAP% P@5 P@10 Rprec

T1 | TD | Mono+Text - 0.3205| 100% | 0.3762| 0.3182| 0.3083
O1 | TD | Monolingual -- 0.2689| 84% | 0.2420 | 0.2420| 0.4166
02 | TD CLIR DQT 0.0813| 25% | 0.1025| 0.0854| 0.0679
O3 | TD CLIR DQT (Manual selection) | 0.0848| 26% | 0.1150| 0.0938| 0.0864
04 | TD CLIR DQT + OOV 0.1866| 58% | 0.2529| 0.2063| 0.1901
O5 | TD CLIR DQT+O0OV+OEM 0.2650| 83% | 0.3338| 0.2723| 0.2509
06 T CLIR DQT+OOV+OEM+Stem | 0.2915 | 91% 0.3672 | 0.2996 | 0.2760
T6 T | Mono+Text - 0.2649| 100% | 0.3109| 0.2630| 0.2550
o7 T | Monolingual 0.2222| 84% | 0.2000| 0.2000| 0.3330
08 T CLIR DQT 0.0672| 25% | 0.0847| 0.0706| 0.0560
09 T CLIR DQT (Manual selection) | 0.0701| 26% | 0.0950| 0.0775| 0.0710
O10| T CLIR DQT+O0V 0.1607| 61% | 0.1694| 0.1494| 0.1490
O11| T CLIR DQT + OOV + OEM 0.2121| 80% | 0.2236| 0.1972| 0.1965
012 | T CLIR DQT+O0OV+OEM+Stem | 0.2333 | 88% 0.2460 | 0.2169 | 0.2162

Conclusion and per spectives

We have described an EnglistiBengali CLIR system and showed that the basic dictionar
based method can be significantly improved by using transliteratmcctommodate OOV terms.
Our system has been evaluated using both a clean (digital) text @@Ranondition, and for the
OCR condition modeling of OCR errors has also been shown to sigtlificenprove retrieval
effectiveness Our reliance on affordable statistically trained techniques for stemmii
transliteration, and OCR error modeling, suggests that similar techniquesreasonably be
tried with any language for which a moderately large bilingual dictionary éasditable test
collection) are available.

Several significantesources are resulted in from this research. A list of 6,000 Engésigali
proper names has been generated. An English-Bengali transliteration &ysw available (the
system can easily be modified to a B2E transliteration system). fgksi=Bengali cleaned
dictionary consisting of about 32,000 entries is another sharable resuhicte is generated
under this work. All these resources are made freely availabtiofog further research in NLP
and CLIR involving Bengali. Comparison with stemmed monolinge#dfiaval suggests that
further improvements might be possible in some cases wheggresent E2B lexicon has gaps
In these cases, our present transliteration system fails to find the corretiteraion. This
suggests that continued work on tuning and robustness neghtodluctive. As next steps, we
plan to try (i) pre-translation and post-translatidind relevare feedback to improve robustness
and (ii) mining comparable corpora to learn additional translation candidatesdditonal way
of filling lexical gaps.
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