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ABSTRACT

This paper describes a comprehensive set of experiments conducterinooclassify Arabic
Wikipedia articles into predefined sets of Named Entity classes. We tackle usindjfferent
classifiers, namely: Naive Bayes, Multinomial Naive Bayes, Support Vector Machamd
Stochastic Gradient Descent. We report on several aspects related to classification models
sense of feature representation, feature set and statistical modelling. The regsuited show
that, we are able to correctly classify the articles with scores of 90% on PreBisizai| and
balanced F-measure.
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1 Introduction

Relying on supervised machine learning technologies to recognize NamedsE(Ni&) in the
text requires the development of a reasonable volume of data for the tralsisg. Manually
developing a training dataset that goes beyond the news-wire domain idraviabrask.

Examination of online and freely available resources, such as the Ardtedia (AW) offers
promise because the underlying scheme of AW can be exploited én trdautomatically
identify NEs in context. To utilize this resource and develop a NEs €drpon AW means two
different tasks should be addressed: 1) Identifying the NEs icottitext regardless of assigning
those into NEs semantic classes. 2) Classifying AW articles into predefinedXdBertsy .

The first task has already been addressed in Alotaibi and Lee (2012)thdweresent a novel
approach to identify the NEs in AW by transforming the news-wireadlorto facilitate binary
NEs classification and to extract contextual and language-specific features, whithear
compiled into a classifier.

In this study we investigated the problem of classifying AW articlés MEs categories,
exploiting both the Wikipedia-specific format and Arabic language featWesmodelled this
problem as a document classification task in order to assign each AW articlpart@alar NEs
class. We decided to apply the coarse-grained NEs classes provided b200BJE (

After conducting a comprehensive set of experiments, we were able tifyidlea three-tuples
{Feature representation, Features set, Statistical model} for best performance. Weh&tuhd t
3-tuples {TF-IDF, FF, SGD} gave the highest results with scores of 90% in all metrics.

2 Mapping Wikipedia into NEs Taxonomy

21 Selecting Named Entities Classes

For the purpose of this study, we decided to adopt the ACE (20Q8)atary of named entities
for our corpus. However, some ACE (2008) classes required slightdameets in order to be
better suited for use in an open domain corpus, such as Wikipedia.&dfoplexwe found that
there are many articles in Wikipedia related to products and therefore, we dexiddd a
“Product class. In addition, we used‘Not-Named-Entity class to indicate that the article does
not reference a named entity.

This procedure resulted in eight coarse-grained classes: Person (PMgRjjsation (ORG),
Location (LOC), Geo-Political (GPE), Facility (FAC), Vehicle (VEH), Weap@fEQ), Product
(PRO) and Not-Named-Entity (NOT).

22 Annotation Strategy and Evaluation®

Two Arabic native speakers were involved in the annotation process, thsingodified NEs
taxonomy in Section 2.1. It was decided that a reasonable goal would éyatate 4,000
documents and the annotators used a self-developed annotation toolitaiefatbie annotation
process and both annotators were given guidelines, which clearly défieedistinguishing
features of each class, including a practical method to pursue the annotation.

! The annotated dataset of Arabic Wikipedia articlessiglyravailable attp://www.cs.bham.ac.uk/~fsa081/
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The annotators were initially given the first 500 articles to annotate as a trassigrs in order
to evaluate and identify limitations that might then be expected to madhifiesy the annotation
process. It was expected that there would be a lower level of sgmedetween them in this
round. In order to evaluate the inter-annotator agreement betweennibtatars we used the
Kappa Statistic (Carletta, 1996).

The overall annotation task, including the training session, was divided ie&adycles to ensure
the resolution of any difficulties the annotators might encounter. Afteraebd, the Kappa was
calculated and reported. Table 1 summarises the results when evaluatimgetkenmnotator

agreement for each coargeined level.

Class Kappa n=500| Kappan=2000| Kappan =4000
PER 98 99 99
ORG 76 94 97
LOC 76 92 97
GPE 97 99 99
FAC 54 88 96
VEH 100 100 100
WEA 85 85 99
PRO 91 97 98
NOT 91 98 98

TABLE 1 - Inter-annotator agreement in coarse-grained level.

The percentage of the coverage of the articles referring to named eintiies annotated
documents is 74%.

2.3 Features Representation

The features representation affected the way the classification process was modsitked to

classify given Wikipedia articles and to then produce the mapped nentigg class for this
article; otherwise the article would not relate to a named entity. In this researconducted a
comprehensive investigation to evaluate different methods of repiresdsatures in order to
evaluate those most suitable to our task.

e Term Presence (TP): For each given document, the feature representation was simply cou
by examining the presence of the tokens in the document. There was eI given
regarding the frequency of the tokens.

e Term Frequency (TF): This represents how many times the tokens in our corpus were fol
in a given document.

For a given set of documents = {d,,d,,...,d,} wheren is the number of documents. The
term frequencyTF) for a given tokent] is calculated thus

TF(t,D) = Z frequency(d,t)
debD
e Term Frequency-Inverse Document Frequency (TF-IDF): This reveals how important a
given token is to a document within the corpus. It involves regalown the most frequent
words across the documents while scaling up rare ones.TFAEDF) is then calculated by
multiplying the TF) with the inverse document frequendf) as follows:
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TF — IDF(t) = TF(t,d) x IDF(t)
where:

log— P
gl+|{d:t€d}|

where|{d: t € d}| is the number of documents the tetinappears in.

df () =

24 Features Engineering

The nature of AW articles differs compared with traditional newswire documasitsewswire
articles have a tendency to be of a particular length and size due to certain exteneadgd

conditions. This does not apply to AW, and so some articles are hantyvehile others are very
long. Therefore, this necessitates a careful extraction of the most tesefiall elements of offer
a good representation of the article. Moreover, being able to minimise thef stze dataset,
while maintaining representation of semantic knowledge can also accelerate thé&cafiassif
running time.

We believe that using complete tokens in articles contributed surplus radesyodthe model.
Therefore, we manually investigated several AW articles of different typesder to define
appropriate locations. We decided to compile our raw dataset based otifferentilocations,
based on specific aspects of the AW articles. These are the articles title (t),ttbentiesce (f)
category links (c) and infobox parameters (p).

Although the dataset was modelled as a dlgords, we were interested in investigating the
optimum features set used within this representation, so as to yieldytiesthperformance for
our classification model. The feature sets presented below either involve agiligiror
augmenting data, i.e. features, which have been defined as either languaggedéepor
independent:

e Simple Features (SF): This represents the raw dataset as a simple bag of words witk
further processing. The idea in this case is to evaluate the natueefoll thord representation
of the AW articles in this task.

Filtered Features (FF): In this version, the following heuristic has been applied in otaler
obtain a filtered version of the dataset:

1. Removing the punctuation and symbols (none alphabetical tokens).

2. Filtering stop words.

3. Normalising digits where each number has been converted into a dgttérwe have a
date such as 1995, this will be normalisetdddd’.

Language-dependent Features (LF): Both Syiam et al. (2006) and El-Halees (2007) repo
the usefulness of the stem representation of the token, in refécenees-wire corpora. This
value would not apply to AW. Therefore, we aimed to investigate the effeapmlying
shallow morphological processing. We relied on the NLTK::ISRIStemmer packadeetgl,
2009) which is based on the algorithm proposed by Taghva et @5)(20

Enhanced L anguage-dependent Features (ELF): This features set was processed in sever
steps, which are explained below:
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1. Tokenising all tokens within the data set using the AMIRA tokeniser develnpBiab
(2009), applying the tokenisation scheme of (Conjunction + Pitepost Prefix)
instead of stemming. Tokenisation then revealed valuable informatbrasuDet) and
valuable proclitic data, such as the plural noun phrases in AW artieliegories.

2. Using the same tool to assign the part of speech (POS) for eachwokéh allow
filtering of the dataset by involving only nouns (for instance) irctassifier.

3. Isolation of tokens based on their locations: this is a novel idea foeseging the
dataset. The intent in this case being to isolate similar tokens, which applé&erant
locations on a given document. The intuition behind this is that sdmagdhat appear
in a particular location, i.e. title, first sentence, categories and infaifothe AW
articles, are more discriminative in certain location rather than the whole article.
idea with isolation would be to attach to each token an identifier, i.ar(tle, (f) for
first sentence, (c) for category and (i) for infobox, to act azadér based on the
location in which the token appears. The results of the isolation gracesshown in
Figure 1.

Ay paall taggad) tlgil t

f_ Aupaall fAalual falgll) fob fgoSud fobd fesd foa il i falm f
due Chgs Ccold c s b colshll cdimaal chpll cald ¢

s i $LAN | )i Sogall i Osie_i Boga i pul

Figure 1: The isolated representation of the article titled "Egyptian Air Foi

In this case example, the feature representation of the tékeas{ /AlmSryh/ ‘The
Egyptian’)? presented in the first sentence does not affect, and is not affectéte by,
same token in the category links or title, even though thexe hidentical glyphs.
Surprisingly, the implementation of this idea contributed significanirovements to
the classification process.

4. For term presence (TP) only, we applied the most informative featuréiseftop 1000
informative features. To calculate the most informative features we used a @hé Sc
test (Yang and Pedersen, 1997).

3  Experimentation and Results:

We conducted the experiments by splitting the annotated dataset into traiditgstusets of
80% and 20% respectively. To the best of our knowledge, there is Harsammparable work
for the target language and dataset; therefore we will instead analysedmgsias comprising a
comparative study of several properties.

The experiment was designed to evaluate three factors; the featuesentgtion, features sets
and the probabilistic models. Therefore we extensively use this 3-toupleseamtion to
facilitate analysis of the results.

Several text classifiers were applied in order to evaluate performance: Naive [BE)es
Multinomial Naive Bayes (MNB), and Support Vector Machine (SVM). Since xpeaed to

2 Throughout this paper and where appropriate, Arabitis are represented in three variants:
(Arabic word /HSB transliteration scheme (Habash.e2@07)/ ‘English translation”)
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have a sparse representation of the features, we examined the Stochastic Gradieh{®&Bje
classifier (Bottou, 1991). Moreover, we were not aware of the passibil applying this
classifier to Arabic textual data previously. The experimentation was conducted reh both
Scikit-learn (Pedregosa et al. 2011) and NLTK (Bird et al., 2009).

Since the traditional Naive Byes classifier relies on term presence we started by ay#hoatn
factors alone. The following table presents the features sets used, imotiomuwith three
standard metrics, i.e. Precision, Recall and balanced F-measure.

Classifier Features set precision Recall fl-score
SF 0.60 0.54 0.56
FF 0.62 0.62 0.62
NB
LF 0.59 0.69 0.63
ELF 0.62 0.81 0.70

TABLE 2 - The classification results when using Naive Bayes across different fes¢tseshere
(TP) is applied

Although both FF and ELF have scored identical points, ELF shigwisant improvements in
the recall and F-measure. This gives the impression that, the enhaate@d, i.e. ELF, have
boosted the model so as to recall more documents. Table 3 shows thevmesuapplying the
remaining classifiers in the case of the TF as the feature representingkberteac

Features MNB SGD SVM
set P R F P R F P R F
SF 0.82 | 0.82 | 0.81 | 0.81 | 0.79 | 0.77 | 0.86 | 0.87 | 0.86
FF 0.82 | 0.82 | 0.82 | 0.87 | 0.87 | 0.87 | 0.87 | 0.86 | 0.86
LF 0.77 | 0.76 | 0.76 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83 | 0.83
ELF 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.88 | 0.87 | 0.87 | 0.87

TABLE 3- The classification results using MNB, SGD and SVM over different featetss s
where (TF) is applied

The tuples {TF, ELF, SGD} and {TF, ELF, MNB} achieved the best result of all the metrics. Ii
also shown that, MNB has been affected by the feature set used, asrihpestfghtly better than
NB, where LF was used. {TF, SF, SVM} has proven to perform very welnbrely using a
simple features set. An important point to notice is that, using ELF leadke highest
performance across all classifiers. However, relying on stemmiggamwith LF illustrates that
there are no such improvements when comparing with other featusesvithtthe exception of
SGD. The results of applying TF-IDF for features representation are showabls 4.

Features MNB SGD SVM
set P R F P R F P R F
SF 0.85 | 0.85 | 0.85 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89
FF 0.86 | 0.86 | 085 | 09| 09| 09| 0.9 | 0.89 | 0.89
LF 0.79 | 0.78 | 0.78 | 0.86 | 0.86 | 0.86 | 0.85 | 0.85 | 0.85
ELF 0.88 | 0.88 | 0.88 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89 | 0.89

TABLE 4 - The classification results when using MNB, SGD and SVM over different features ¢
where (TF-IDF) is applied
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In the main, all classifiers showed improvements; although this etathe case with {TF-IDF,
ELF, MNB} despite MNB scoring better compared with reliance on TF for otretufes sets.
The tuple {TF-IDF, FF, SGD} outperforms all other models where this shosvahility for SGD
to generalise the optimum model in order to achieve the highest parfoem{TF-IDF, FF,
SVM} scored 0.9 on precision, while slightly missing one point on hbth recall and F-
measures.

4  Discussion:

It was proven that carefully selecting the 3-tuple i.e. {Feature representBgatyres set,
Statistical model}, yields significant benefits in the sense of overall peafoce. This can be
achieved, in this study, by empirically evaluating the effects of agak. Otherwise, closely
inspecting the dataset is mandatory but this seems unfeasible in most papgtications.

We have demonstrated that it is possible to achieve a high level perfornyacmeniling parts
of the raw dataset as explained in Section 2.4; it is therefore beneficial inisimgirthe running
time of the whole classification process. We doubt, however, if silméaristics would be valid
over a news-wire based corpus.

Due to the nature of AW, it is evident that TP is not the right choice faréeeepresentation. To
understand this point, see Figure 1 where the wotrds!(/AlqgwAt/ ‘The Troop) and (s
/qwAt/ ‘Troop’) have been repeated four and two times respectively. Meanwhile, (@RYEBn
IDF) representation have exploited the redundancy of tokens and showedidienprovements
of all features and sets.

Language-dependent features have the tendency to cause diffeffects. Shallow
morphological analysis of tokens, i.e. stemming, show no furthprovements across features
representation and classifiers. Unlike stemming, tokenisation and filteringalysiarPOS of the
type“Noung’ is superior.

5 Related Work

An early contribution to Arabic NER was made by Maloney and Niv (19885 involved a
combination of a morphological analyser and a pattern recognition enginfgrither being
responsible for identifying the start and the end of a token, andatter for identifying the
corresponding pattern applied.

Abuleil (2004) developed an NE tagger for QA systems. The aim ob#iigg to eventually
acquire a database of names by utilising keywords and specific veidentdy potential NE.
Once this was achieved a directed graph could then be used to delineatatitheship between
words contextualised in phrases. Finally, the verification step is acaheglby applying rules
to the names.

Shaalan and Raza (2007) compiled a large lexicon list dedicated to persoeal foamng a
gazetteer, extracted from different resources. The gazetteer contained 0080 £ffries,
including first, middle and last names, job titles and country names. Thiieda@ regular
expression rule to identify the availability of personal names irs¢lected context. Given that
Arabic is a highly inflectional language and has relatively free word ordete@gigning generic
hand-crafted rules is challenging. Traboulsi (2009) partially utilised coafestiues to identify
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personal names, by identifying reporting verbs as keywords precegiasonal name. Building
a reasonably large gazetteer requires, in addition to time and effort, varidgtisnatidesources
to assure a wide coverage of entities. Elsebai et al. (2009) took a difipmoach; merging
parts of speech with manually created keywords and heuristic rulesuivitsing a gazetteer.

A slightly wider granular NER was later proposed by Shaalan and (R8@8), with the ability
to identify ten different types of named entities. This extended thk efoShaalan and Raza
(2007), which relied on gazetteers and lists of rules derived from lergeurces. A
disambiguation method was used to resolve the inevitability of lexical overlap.

Four different machine learning methods have been utilised: Maximirofdy (Benajiba and
Rossg 2007), Structured Perceptrons (Farber et al., 2008), Support VectoinkaBenajiba et
al., 2008) and Conditional Random Fields (AbdelRahman et al., 2Q1i8)difficult to judge
which approach is the most effective, as the results are inevitablyedffieg the set of features
used. Thus, researchers tend to empirically test different sets ofefeatising varios
approaches, aiming to achieve an optimum result, for instance as inithefaBenajiba et al.
(2008).

In terms of detecting named entities and delimiting their boundariesabidAWikipedia, the
work presented by Attia et al. (2010) relies on multilingual interlinkstitiging capitalisation as
well as a specific set of heuristics. Recently, Mohit et al. (2012) devesei-supervised
approach to detect named entities in the Arabic Wikipedia. A self-trainingitaly combined
with cost function was presented to solve the issue regarding low réwail tnaining on out of
domain data. Alotaibi and Lee (2012) presented an approach to identify shie /. The idea
is centred on transforming the news-wire domain for binary B&ection. A CRF sequence
model has been used in order to perform the classification.

Dakka and Cucerzan (2008) presented the first work in which Wikipediawaoited for a NE
task. Their goal was to classify Wikipedia articles into traditional NE semantic cl&ssethis
purpose a set of 800 random articles was manually annotated in ordse foitli the classifier.
Naive Bayes and the Support Vector Machine (SVM) were chosen as the statisticalénte
exploiting a specific set of features; such as bfagrords, structured data, unigram and bigrar
context. Recently, Saleh et al. (2010) proposed a similar approach to olgssifyitilingual
Wikipedia articles into traditional NE classes. The assumption in that case was that
Wikipedia articles relate to a named entity. Therefore, sets of structurechsindctured data
have been extracted so as to be used as a features set when ugipgra\&ctor machine.
Among these features are bafgwords, category links and infobox attributes. Thus multilingue
links are exploited in order to map classified articles for different languages.

6 Conclusion

In the study detailed in this paper we tackled the problem of mapping Abékiigedia articles
into a predefined set of NEs classes. We modelled this problem as a doclassifitation issue
and comprehensive experiments were empirically conducted in order to evadwatal s
properties concerning the classification task. Despite our prior assumptiense of enhanced
language-dependent features did not always lead the best performaeaiallysphen combined
with the TDF-IDF statistic. More generally we showed that automatic named @asgjfication
can be done on the Arabic Wikipedia with reasonable accuracy.
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