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ABSTRACT

Named Entity Recognition (NER) is a task which helps in findingRarsons name, Location
names, Brand names, Abbreviations, Date, Time etc and classifiesntioepredefined different
categories. NER plays a major role in various Natural Language ProcéNsiRy fields like
Information Extraction, Machine Translations and Question Answering.pHEpuisr describes the
problems of NER in the context of Urdu Language and provides rélsomtions. The systein
developed to tag thirteen different Named Entities (NE), twelve NE proposd€hy P-08 and
Izaafats We have used the Rule Based approach and developed the various exteadbthe
Named Entities in the given Urdu text.
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1. Introduction

Named Entity Recognition (NER) is a subtask of Information Extradtie). NER extracts and
classifies the true Named Entities in text. NER system is widely used irediffaisks of Natural
Language Processing (NLP) and in many commercial applications on intikeneBearch

Engine. Accuracy of NER system is directly reflected in NLP applicat®osaccurate working
of NER system is very important. NER system can be used fos peesonal interest like
company manager wants to know all the names involved in specific texhdntu

S.No: Tag Name Example

1 Person Name 2% ))(Arshad)

2 Location YU (Patiala)

3 Organizations oY), (Reliance)

4 Terms oY% (Spondylitis)
5 Designation abel 55 (President)
6 Title Person s (Mr)

7 Title Object el s 52w (Hindustan Time)
8 Brand Sawaws (Samsung)

9 Measure Jws 10 (10 Years)

10 Number 32«53 (One, Two)
11 Date/Time 258112 (12 October)
12 Abbreviation = (BBC)

TABLE 1- Different Named Entity Tags

Named Entities mentioned above were proposed at IJCNLP-08 workstoplgmed
Entities can be domain specifics like NER system to identify entities in ficielatta.

The NER system can be developed using three approaches, 'Rule-Baaekine Learning'
(HMM, SVM, CRF, Decision Tree) and 'Hybrid' approach. The Rule-Basstdmsyis difficult to
develop as one should know the language and grammar rules. Theseflsgdtems are domain
specific. Machine learning approach provides different Statistical NLP tools tiNE&rsystem.
Statistical tools provide fast way to develop NER system but the accuracy efdtem is
dependent on annotated training data. For greater accuracy we need to traiR thesién with
large amount of annotated data. Hybrid approach is a combination lofFhdé Base and
Statistical based.

2. Related Work

NER system came in focus during the sixth Message Understandinfgrénce (MUC-6.

After that many NER systems were developed. Most of these systems ewasiepeéd for

European languages and all systems were highly accurate. For southlakganges, NER
systems yet in developing phase. IJCNLP-08 workshop playeda no#g in development of
NER Systems for Indian languages. This Workshop focused onldivguages i.e. Hindi,
Bengali, Oriya, Telugu and Urdu. All the systems were developed usingtiStdtapproaches or
Hybrid approach. Hybrid NER system for five languages was deeelby (Sujan Kumar saha
et al. 2008) [2]. Rules were developed only for Hindi and Bengali. Thersywas developed
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using MaxEnt model. Accuracy for Urdu was Maximal, Nested and lexiea¢ 27.79, 28.59
and 35.47 respectively.

Karhik Gali et al.2008 [18] had developed the system for five languagegul ¢lindi, Bengali,
Urdu and Oriya. The system was developed using CRF based machinegleaodal. This
system also used some heuristic rules. The system was specific for &rtigilindi. Accuracy
for Urdu was Maximal, Nested and lexical, were 39.86, 39.01 ané 4&spectively. Asif Ekbal
et al 2008 [1] had developed the system using CRF Machine learnirgpappThe system was
trained for Bengali, Hindi, Telugu, Oriya and Urdu. The system also lasediage dependent
and language independent rules. Accuracy of the system for Urdu wamallanésted and
lexical, were 30.35, 28.55 and 35.52 respectively. Praveen Kumar PO&8§8Phad developed
the system for Hindi, Bengali, Oriya, Telugu and Urdu languages. Tharsysis developed
using Hybrid approach which wascombination of CRF and HMM models. Accuracy of the
system for Urdu by using CRF, Maximal Nested and Lexical were 33178 and 38.25
respectively and by using HMM 34.48,36.83 and 44.73 respectivetyit Goyal 2008[10] had
developed the system using CRF machine learning model for Hindi languegjerady of the
system was 58.85. Shilpi Srivastava et al. 2011 had developed the NER $ystelindi
language based on CRF and MaxEnt models of Machine Learning apmodctules were
developed for Hindi language. The system used voting method tmumphe accuracy.
Accuracy of the system was 82.95. Kashif Riaz et al. 2010[4] had dedelbe system using the
Rule Based approach. Rules were developed for Person name, Location,NDateers,
Organizations and Person's designations tags. The system used very seti@egéar person
names and locations. Recall of the system was 90.7%, precisioar@LF5.-measure was 91.1%.
which was better than all the NER systems developed in IJCNL®&06tkshop for Urdu? We
can see that sufficient work was not done for Urdu NER system ahkdwtich is available does
not show satisfactory results. Only Kashif Riaz's work shows good results.

3. Approachesto NER

3.1 Rule Based approach: Rules are developed to identify NE in text. This approach takes mt
time in development and one should have good knowledge of targefazen Heuristic based
rules are used to identify tags and these rules are language specificu@sadways yield good
results. Development of these kinds of systems is always a timencimigstask.

3.2 Statistical approach: Statistical approach is also known as Machine Learning approach. 1
is a fast way to develop a NER system. The system is trained usiotaged training data set in
specified format. Accuracy of statistical approach is dependent uporathimgrdata. So, we
always train the system with a large set of annotated data. Various Machinmgenodels like
HMM, CRF, MaxEnt, are used for NER system.

3.3 Hybrid system: Hybrid system is combination of Rule Based approach and Statisti
approach. To develop the Hybrid system we use Statistical tools as well aistingules.
Combinations of both approaches make a system more accurate and efficient.

4. 1ssuesin Urdu NER System

No capitalization: Urdu and other Asian Languages do not have concept oflizaion. In
European language like English this feature is widely used to nzeolamed Entity in text
because all the names in text always begin with capital letter. Abserepit#lization feature
makes the NER task hard for Urdu language.
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Ambiguous Name: Urdu language has lots of ambiguous names that can be usegesnmon
as well as common noun. Main challenge of any NER system is to sepaetegant proper
noun in place of common noun. Exampl&_» (barkat) or=<3us (slaamat) can be the name of ¢
person or it can be used as common noun.

Spelling variations: Lack of standardization in Urdu language can be seen in spelling as w
There are different spellings that can be used for same word. LikeHesmital can be written
in two ways in Urduiwy/Jiw) (hasptaal/asptaal) which makes the task difficult for NER. W
are unable to collect the standard spelling of foreign language. Exanspheiul/E: sl
(institutes/instichutes).

Non-availability of resources: Language Resources are must for any approach whether i
Rule Based or Statistical. There is no large gazetteer and annotated data available for
language.

5. Why Rule Based Approach

Rule Based approach is time consuming task to develop any NER sistienbased approach is
used only when you know the target language well and have suffloewledge about the
linguistic rules like knowledge of grammar. The system developed &Rilg Based approach
always yields the good results. On the another hand, Statistical appraabhpvdvide us with
many Statistical tools, to develop NER system like HMM, CRF, SVM, MaxEnt etc, lvdthelp
of these tools development process of the system is rapid as conmp&ad Based approach.
We have studied that in IJCNLP-2008 that all the NER systems were dedeleimg different
Statistical approaches. But none of the system provides good results fortedtdoecause
annotated data provided by the workshop is only 36000 Urdundoksich is not sufficient to
train Urdu NER system. New Statistical techniques G not perform well for Urdu. Absence
of any large Urdu gazetteers is also one of the reasons for low accliteese kinds of
gazetteers boost the accuracy of Statistical approaches. Rule Based approach (Ksetiiby
Riaz 2010[4]) for Urdu language shows good results. Rules are tosétkentify six tags.
Workshop on NER system by IJCNLP 2008 focused on twelve MR By studying various
research papers we concluded that we should follow Rule Based approagt ithisua time
consuming approach but this approach will give us promisingtseas we have seen in Kashif
Riaz's[4] system. We did not try Hybrid Approach because therae of large annotated corpus
for Statistical part. We have tried to develop different rules for all 12 NEahigh are used in
IJCNLP-08 workshop.

6. Rule Based M odel

Following Rules are used to identify different tags in Urdu text.

1. Rules are applied to identify date and time tags. These kinds of tagsifyedeatified by
Regular Expressions that are created for specific patterns like 01.00201201/2012 and
time is also identified as 11:20 or 01:22. The system is able ttifiddre date like 01 May
2012 or 01 May and year 2012.

2. Suffix matching is used to identify various locations and types wieeaand terms. In Urdu
language and other south Asian languages, there are many location hamersdt with'pur
(Kishanpur, Rampur), 'stat (Pakistan, Hindustan) ‘ghar’ (Chandighar, Ramghar), 'naga
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(Sonagar) and words that end with ‘abad' (Fridabad, Hardabad). Suffixmgatcalso used for

persons name, terms and org Like, person name that endslevittfRamdev, Shamdev), 'das’
(Sumitvadas, Charndas). Terms that ends with 'logy' (biology), perssh’'name ends with

'brown' or 'wood' then we can identify them as pesspame or it may be organization like
Hollywood and Bollywood.

3. The system uses gazetteer of most common person names to idergify ‘Rames tag'. The
system is able to tag words of maximum three lengths as one NantigdliEe i (385 deaa
(mahmad saphik thindh). For person names we have collected 4500 Urdu names and 1500

Hindu person nange

4. We have collected the surname of Muslim and Hindu religions. Wathelp of surnames the
system is able to identify his/her first name, like surname (khan)os helps the system to check
one word before the surname which may be the first name of person like (shahrukh khan) ol
N )

5. Title person and Designations helps the system to identify persorlikariiéle Persons
alel (vajir-g-djam) and Jis (mistar) that may have proper name next to it. With the help
Title Person and surname, the system is able to detect Person Namest [Easily. The
system is also able to identify those person names which are hof ga gazetteer. We have
collected34 Title Persons and 102 Designations.

6. The NER system performs well when it can identify true Nam&dids by resolving the
ambiguities. Our NER System is able to identity true Person Named Easiég lon various
rules like if the system encounters any ambiguity in person nanilt titeat it as a special case
and apply different rules to make sure that i tsue person name. For example when syste
encounter the word«S (kamal) then system try to resolve the ambiguity of this wath help
of postposition as surname or preposition where it may found TetigoR or Designation. If
there is no clue to identify as Named Entity then at last it checkheupdst position of
ambiguity word likges /S = »< S JaS (kamal ko ghar pe kam tha.) the word (ko) sS give us
clue that it may be the person name , So the system tag it as PersonB\gity¢eNE).

7. Rule is also used to identify numbers that are non numeralsiikes>'=4' " (Four, Five, and
Six). The system able to tags three words as one Number Entity likgsly s (Three
Hundred Five).

8. Person name may have abbreviations in the place of first nareesohpike~! & —= ) 28
(A P J A Klam). If the system is able to identify surname alone ithelways try to find it as
abbreviation name.

9. The system is able to find out and tag abbreviations like (CP W+ (BB C) o~
etc.

10. Organizations are tagged during gazetteer look up. We have insufficient datd telate
organizations so we have used some heuristics to identify ORG tags. &wplExif text
includes Org (vo pafijabi yiinivrasiti ka tali-g-ilam hai.)= oo S Aujsin  Saies and we
dorit have this Organization in gazetteer then system apply rules to findgody asPunjabi
universty".
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7. Algorithm for Urdu NER

We have developed the system on Windows platform using Dot Neevrark 4. System is
using other available classes of framework to implement all featuresrdfER system. Like
Tokenizer and Lin&d List class and its functions. We have developed many other modules
different rules used by the system. The system works in lowraplexity.

1. Inputtext, through file upload or user may type text in given Text Field.
2. Normalization of Input Text
1.1 Remove Extra spaces to single space.
1.2 Remove special chars from end of the strings.
3. Gazetteer lookup
3.1. Gazetteer lookup up for Locations, Terms, Brands, AbbreviasindsOrganizations
Tags.
4. Tokenized and Normalized
4.1. Tokenized the input Text word by word and search against the Gazettee
5. Search for Date and Time tags
5.1 Search for Number (numeral), Date, Time, Email and URL Tags.
6. Rule to tag Person Names
6.1 Rule to detect Person Name with the help of Title Person Name, Desigaation
Surname without using Gazetteer.
7. Suffix stripping is used
7.1 Suffix Striping Rules are used to Detect Location Names, Organizatioafat$zeand
Some types of Person names.
8. Find Person Names and Numbers
8.1 Find more Person Names through Various rules and Gazetteer.lookup
8.2 Rules are applied for names up to three words of length.
8.3 Rule to detect Abbreviation Names.
8.4 Rule is applied to resolve ambiguity in names.
8.5 Rule is applied to find Numbers in non numerals form.
9. Rule is applied to find out Abbreviations which were not found duBagetteer search.
10. Rules are applied to find out Organizations
10.1 Those Organizations entity which were not found during Gazetteeiploaite will try
to find out and tag them as organization entities.
11. Show tagged output to user along with untagged data.

Algorithm is self explained; still lightening some of its steps reggr@azetteer look
up. Gazetteer lookup is used to find out various Named Entities in\Wéxthave collected
Named Entities related to various fields i.e. Politics, Business etc. Inithlgs step 3 gazetteer
look up is used for Locations, Terms, Brands, Abbreviatioms@manizations Tags. All these
tags are less ambiguous so the system tags them without applyngule System have
gazetteer list related to these tags which are not ambiguous. In Steterh sokenized the input
text and normalized the tokens for further processing. Step 6, B amel used to tag Person
Names. In Step 6, algorithm finds out person names based onP€&i$en, Designation and
Surname. In this step system is able find out Person Named:Emtithout any gazetteer list. In
Step 8, system used gazetteer list to find out person namespphdvarious rules to resolve
their ambiguity. Some person names have patterns in its suffixpoefix of the word. So, Step
6 of algorithm finds out this kind of person name by usirfé>sstripping.
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8. Evaluation Metrics

Standard evaluation metrics for Information Retrieval includes Precisions, Rec&Hraadsure.
Recall: Relevant information extracted from text. Recall defined as:

Recall: = No. of correct answers given by system / Total No. of possible correct answersin text.
Precision: Actual correct answers returned by system. Precision defined as:

Precision: = No. of correct answer/No. of answers given

F-Measure: Balances of Recall and Precision by using a pararpefrs F-measure is defined
as:

F-measure=(ff*+1)RP/( f*P+R)
B is weighted ag=1. Whenp=1 F-measure is called F1-measure. The F1-measure is defined
F1-measure=2* RP/P+R

9. Evaluation and Results

We have constructed two sets of test data. Test data is collected from diffetssities [19] of
Urdu. Test data mainly include News from different fields like Politics, SpBusiness and
Science. The reason of collecting News data is that because News datayss falivof Named
Entities. So, it gives challenging job to our NER system to idealifglifferent kinds of NE tags
accurately. Test data also include ambiguous data, our NER system tréstblte@ ambiguities
and tag only true entities. Mainly ambiguities are in person nametharsystem resolves them
by applying different rules. For evaluating the system we have testedsteensyn two different
test data sets. Both test data sets have news and articles related to different deshdetaTset
1 have data related to political news, some articles and short stories. Test @ataagdy have
news related to science and business.

Test Case Number of Domain
tokens

News and articles
Testset 1 | 12032 tokens| related to politics.

News data related to
Test set 2 150243 science topics,
tokens business news.

TABLE 2-Test Sets and along with number of tokens and their domain
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Accuracy

Test Case 2 60.09
Test Case 1 88.1
M Accuracy 0 50 100

FIGURE 1- Performance of different test cases

Test Sets | Precision Recall F1-Measure
Testset 1 58.15 62.05 60.09
Test set 2, 86.17 90.40 88.1

TABLE 3- Result of Test cases

Accuracy ofTest set 1is 88.1% andrest set ds 60.09%. Note that the frequency of occurrenc
of tags like Terms, Title Object, Brand Name are very less and we basefficient collected
data related to these taggcuracy without all these four tagsshown below.

NE Tags Precision | Recall Fl-Measure
NEP(Person Name) 92.85 93.37 93.10
NEL(Location) 85.00 90.00 | 87.28

NEO(Organizations ) | 77.70 81.30 |80.37

NED(Designation) 86.80 89.21 87.98
NETP(Title Person) 85.33 88.45 86.85
NEM(Measure) 88.24 89.59 88.87
NEN(Number) 92.84 93.50 93.16
NETI(Time) 90.36 91.32 | 90.83
NEA(Abbreviation) 89.85 91.59 90.71

TABLE 4- Individual results of Nine NE tags
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NE Tags Precision | Recall Bl
Measure

NETE(Terms) | 32.20 34.49 33.30

NEB(Brand | 4345  |4728 | 4534

Name)

NETO(Title

Object) 51.49 53.22 52.35

NEIZ(Izaafats)| 31.25 35.29 33.14

TABLE 5- Individual results of Four NE tags

Results shown in Table 5 for four tags are not good as compao#itetatags because these tag
need more time to collect accurate data. If we consider accuracy of all the théjsethen
accuracy is 74.09%. Accuracy of the system also depends updortizn of testing data. Test
set 2 includes scientific and business terms so that system twasle¢o perform wellWe have
considered thirteen tag as compared to twelve tags used in IJCNLM@8sy$tem tagged
Izaafat words because in Urdu, Izaafats are used very frequentlyhemdwe translate Urdu to
target languages then we need to translate these Izaafats in specific tangggeamords. Like
(aab-e-hayat)==~ <l izaafat meaning in English &acred waterBut some time izaafat plays
the role as NE for example<=ls <3 5 (virasat-g-khalsa) name of a place and it should not be
translate in target language but transliterate it.

Conclusion and Future Work

We have developed the system to tag different Named Entities and systéentésfatdl out and
tag them all. But system has some limitations too.

1. We have developed the rule to tag pefsmame having length of three words. If person nan
has longer string of words like four words in a name thevillittag three words as one Named
Entity and fourth one aarother Named Entity. For Example #1)+,) e sl %as (mohmad
asiph all jardari) person name, ¢_\,) (jardarnwill be tagged separately and o caal desa
(mohmad asiph alf)will be tagged as another Named Entity. Count of Entities will be tvpteice
of one.

2. Same is the case with Number tag. Likgs s s> (Two Hundred fifty four) tagged as one
named entity but if we have longer string having more than thoeds like <Y ¢35 <) 52 (Two
Thousand Fifty Four Lakh) will be tagged as two separate entities. \Whekh) <Y will be
tagged as a separately.

3. Partial tagging problem in Org tag likes{ s\ il & sl (:31) Indian Institute of Technology
will tagged partially aslgstitute of Technologyword Indian will not be tagged with that Org
tag.

4. Problem in Date tag, some time Date is written in word form dik&: Ju s> s sis ow (Twenty
January Two Thousand ElevenThis kind of string will not be tagged as Date tag but will b
treated as separate tags likenuaryas Time tag andwentyas Number tag an@iwo Thousand
Elevenas one Number tag.

5. System is not using any kind of technique to resolve the segmentedidem in given Urdu
text. Like other Asian languages Urdu has problem of space omastbspace insertion. We
will try to improve our NER system by using effective segmentatidmigae in near future.
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6. System is not using POS Tagger or POS tagged data. So systers hlgajo do larger
number of comparisons to find out entities in given text. liffcdlt to make any decisions for
system based on rules because system compares only words thetimpart of speech. Due to
large numbers of comparisons system is little bit slowly when we lgage amount of input text
to system. POS tagged data and stemmer is very essential for NER sydtem lzave not used
any POS tagger for our NER. See will develop POS taggeo include it in our system.

7. There is a problem to resolve ambiguity of pelsorame. We have collected the data o
ambiguous person names and system treats them as special case &itesohbiguity but
some time all the rulefail to remove its ambiguity. For example |3 S = (phatah ko bulava
do) here word ¢ (phatah) can be proper noun or common noun. We do notangvelue to find
out whether it isa person name or not. Rule checked Title Person, Designations ansurhall
these conditions are not present in given sentence then we need t@uahedstpositions, but
some time these postpositions come along with common name.

We have collected 6000 person names gazetteer. We will collect more numbesoof pemes
and will try to include surname of other languages. Main proldegazetteers of terms related to
various domains. Collected data is not sufficient. We do not have stasplgiithg of terms
related to various fields. We will try to collect standard spellings of differemister

To develop the Urdu NER system we have insufficient resources as wesdis@aslier but still
we are able to get good accuracy. In future we will try to develop othemtedsools for Urdu
NER.
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