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Abstract

There is often more than one way to represent syntactictaties; even within a given formalism.
Selecting one representation over another may affectmgperformance. Therefore, selecting
between alternative syntactic representations (hernttefgmtactic selectionis an essential step

in designing an annotation scheme. We present a methodfidlogyntactic selection and apply it

to six central dependency structures. Our methodology emegpairs of annotation schemes tha
differ in the annotation of a single structure. It selectsttorelearnablescheme, namely the one
that can be better learned using statistical parsers. Wetatdn three of the structures, one anno
tation is unequivocally better than the alternatives. @sults are consistent over various setting
involving five parsers and two definitions of learnabilityurfhermore, we show that the learnabil-
ity gains incurred by our selections are both consideradie( reductions of up to 19.8%) and
additive. The contribution of this work is in demonstratthgt syntactic selection has a substantia
and predictable effect on parsing performance, and shotlatghis effect can be effectively used
in designing syntactic annotation schemes.
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1 Introduction

The formal manner in which syntactic relations are represkeis at the core of the study of gram-
mar. Numerous representations have been proposed ovezdhefpr expressing similar syntactic
relations. This diversity of representations is expregsed/ariety of syntactic annotation schemes
currently in use in NLP. Examples include, for constitueanpotation, schemes by (Marcus et al
1993; Sampson 1995; Nelson et al. 20B2er alia) and for dependency annotation, schemes b
(Collins 1999; Rambow et al. 2002; Yamada and Matsumoto 200B8ansson and Nugues 2007
inter alia). Variation within the same formalism is expressed in strteet that have several alterna-
tive annotations (henceforWarying Syntactic Structurer VSS.

In this work we focus on dependency structures, where sontheofnost basic structures are
VSS’s. One example is prepositional phrases, which consistpreposition followed by a noun
phrase (e.g., “about everyone”). While some schemes ghakeptreposition to head the NP (Collins
1999), others select the NP as the head of the preposititiaidson and Nugues 2007) (see Fic
ure 1). Other prominent VSS's include coordination streesuand verb group constructions (see
Section 3). In fact, more than 40% of the tokens in the Penabaek (Marcus et al. 1993) partici-
pate in at least one VSS (Schwartz et al. 2011).

IN NN
|
about everyone

Figure 1: An example of a prepositional phrase — a Varying Syntactiac®ire (VSS). Both annotation
alternatives for this structure are plausible: eitherirsgthe preposition (“about” — solid line) as head, or the
noun phrase (“everyone” — dashed line).

Despite the similar content represented by the alternativetations to VSS’s, selecting one ovel
the other $yntactic selectignmay have significant empirical implications. Previous kvsihhowed
that syntactic selection can affect the parsing perforraasfca specific parser (see Section 7)
In this work, we are the first to show that in some VSS’s, syiita&elections improves parsing
performance consistently across different parsers. Adindings are not parser-specific, they car
be used to guide future syntactic annotation design.

The empirical implications of syntactic selection stenmirthe inter-relations between the VSS’s
and their surrounding structures. Figure 2 presents twraltive annotations for the sentence
“he is sure about everyone”. The alternatives differ in vakeethe preposition (“about”) or the NP

(“everyone”) is selected to head the PP (“about everyor®ig two annotations can be determin:
istically derived from one another and express a similatestit relation, namely in both cases
the PP is the complement of the adjective “sure”. Howevéectiag one of the alternatives (the
preposition) and not the other (the NP) results in a morenkgale scheme.

Concretely, in dependency grammar, an adjective’s comgéns encoded by setting the head
of the complement (either “about” or “everyone”) as a depsnaf the adjective (“sure”). It is
plausible that a parser which is strongly guided by POS tagddwot select an adjective (“sure”)
as the head of a noun (“everyone”) as it is unlikely for adjes to head nouns. This would result
in a parsing error as in Figure 2(b). On the other hand, a aimpiirser would more likely select
an adjective (“sure”) to head a preposition (“about”), tésg in a correct parse as in Figure 2(a).
Indeed, the MST parser (McDonald et al. 2005) exhibits swdtakiior.
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Figure 2:Exploring the effect of VSS annotation on neighboring stiues. The sentence “He is sure about
everyone”, annotated when prepositions head PPs (Figajea{d when NPs head PPs (Figure 2(b)). Thir
solid black lines mark gold+parser edges, thick green salges mark s and thick orange dashed
lines mark

The implications of syntactic selection underscore theadrtgmce of taking empirical considera-
tions into account when designing an annotation scheméidmiork, we proposkearnability as
an empirical criterion for syntactic selection. The nottbat more learnable schemes are prefe
able is motivated both practically and theoretically. Ficadly, more learnable schemes result in
more accurate parsers. Theoretically, learnability hankse major consideration in the design
of phrase structure grammar (Chomsky 2006), and can alsedyeas a measure of simplicity, a
fundamental principle in many other scientific fields (seeti®a 7).

We present a learnability-based methodology for syntesglection and apply it to six central
VSS's. We compare alternative annotations for each VSS xhynaing pairs of schemes that
differ only in their annotation of this VSS. For each pair, piek the scheme that can be more
easily learned using statistical parsers. We select antanm for this VSS if we find that the
schemes that use this annotation are consistently picked.

We experiment with five parsers of various types and usingdifferent learnability measures. We
obtain highly consistent results. Our experiments show fibrathree of the VSS'’s there is one
alternative that is more learnable over all settings. Thatraining any of the five parsers on an
annotation scheme that uses the more learnable altermasiuéts in higher parsing performance
The differences are substantial in magnitude, yieldingrereductions that range between 2.4%
19.8%. Moreover, this gain is additive — using all three @f thore learnable alternatives results ir
an even more accurate parser.

To further establish learnability as a coherent empiriciédon for syntactic selection, we show
that our results are consistent with a parser-independeasure based on information theoretic
notions.

The contribution of this paper is twofold. First, we prestiat first study focusing on syntactic se-
lection and showing that it has a substantial and predietaffiect on parsing performance. Seconc
we show that this effect can be used for designing syntantiotation schemes. Specifically, our
findings indicate that future dependency schemes shoul@aysgepositions as heads of PPs (b
conjuncts as heads of coordination structures and (c) n@masnot their determiners) as heads o
NPs.
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Section 2 describes our methodology. Section 3 discussegngaSyntactic Structures (VSS).
Experimental setup and results are described in Sectios 8ection 6 discusses our methodol
ogy and presents further experiments that provide a wideteso for understanding our findings.
Section 7 surveys related work.

2 Methodology

We present a learnability-based methodology for seledtietyveen alternative annotations for
VSS’s.

2.1 Notation

In the following we give a formal definition of an annotatiaheme. We then turn to describe the
different settings in which our methodology conducts eikpents.

Our methodology experiments with a Setf VSS's. For each € S, we examine a set of alternative
annotations. For clarity of presentation we assume each he8Sexactly two alternatives and
denote thena,, 5;. Let k denote the size of (k = 6 in our experiments).

An annotation scheme is defined as a selection of an annofaticcach of the structures in the
language. It therefore includes a (fixed) annotation forW&$'s, as well as a selected annotatior
for each of the VSS’s. We can thus represent a schefmas ak-tuple that selects one of the
alternative annotations for each of the VSS'ssi(all in all, 2¢ schemes). Table 1 shows an
example of two annotation schemes that differ in the aniwotatf exactly one structuray).

Structure|| s, | sy | s3 || S4 || S5 | Se
A a|pBlalal alp
i) a|Bla||BfalB

Table 1:Applying our methodology to VSS®;,...,s): ¢, </, are annotation schemes that are identica
in their annotation of all the VSS's bait (bold redcolumn). a, 8 are short for,, 3, respectively.

To obtain robust results, our methodology repeats eaclriexpet in different settings, each deter-
mined by a parser and a learnability measure. WePugs to refer to the set of parsers (learnability
measures). We ugg| =5,|L| =2, allin all 5 x 2 =10 settings.

2.2 Learnability Measures

We propose two straightforward definitions of learnahilifthey are both defined with respect to
a parsep and an annotation schem# (as defined above). Both measures assume a fixed cory
partitioned into a training set and a test set.

The first measure is “Accuracy-Learnability”. To computevie trainp on the training set an-
notated according ta#, parse the test set, and evaluate it against the annotattenntined by
/. We use attachment score for evaluation, which is the stdndeasure for dependency pars
ing evaluation. An annotation for whighreceives a higher attachment score is considered mc
learnable.

The second measure is “Rate-Learnability” that measueesatie in which the different annotation
schemes can be learned to a given accuracy. We define a tdegéinaent scor@. We trainp on
a corpus annotated witl several times, using an increasingly larger number of sasnfiWe then
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evaluate the trained parser on our test data (annotatedafjitnd create a learning curvepfind
.. An annotation for whiclp reache$ using less training samples is considered more learnat

2.3 Learnability-based Methodology

We turn to describing a methodology for selecting learnahleotations for VSS'’s. The methodol-
ogy runs a set of experiments, each using a parsafearnability measureand a schemey. In
each experiment, we compute the learnabilityedfwith respect tg andl.

For everys € S and alternative annotations, 3, there are2* /2 pairs of schemes that differ only

in their annotation of, one usingy,, and the other usinf, (see Table 1 for an example). Given a
parserp and a learnability measutewe compute the learnability of each pair of schemes and pit
the more learnable scheme (see Table 2). We count the nurihbair®in which the scheme using

a, is picked and the number of pairs in which the scheme ugjrig picked. We thus receive two

figures that sum up t2*/2 (32 in our experiments).

| Annotation” 51 | S5 | S5 | S4 | S5 | S6 || score|

) ala|la|la|ala 0.91
oy ala|lala|al|p 0.92
A alalala|p|a 0.94
oy ala|la|al|p|B | 0935

Ay BIB|B|B|B|al 0892
i Bl B|B|B|B]| B 0895

Table 2: Applying our methodology for selecting a syntactic anriotatfor VSSs,, under parsep and
learnability measuré: each row in the table is an experiment with annotation sehefm The experiment
compares the learnability (last column) of pairs of annoteschemes that differ only in their annotation of
s¢ (Where the annotations fag, .. .,s; are fixed). For each pair of annotation schemes, the moredbhr
annotation fos, is in boldface (blue for, red for3).

We then define a significance valile> r > 0.5. If one annotation (say;) is more learnable
than the other (with respect tgl) in a relative portion- of these pairs, we say thatis r-biased
towardsa, with respect td.

If for somes € S, it holds that for everp € Bl € L, p is r-biased { > 0.5) with respect td to-
wards the same annotation (say), we say there is ananimous--biastowardsa,. Consequently,
a, is theempirically preferred annotatioof s.

3 Varying Dependency Structures

Varying syntactic structures are prevalent in many syitdormalisms (see Section 7). In this
section we focus on dependency structures.

Dependency structures receive varying annotation wherdtmgity of the structure’s head is de-
batable. This stems from the multiple, occasionally cotifig; criteria for defining a head. A few
of the more generally acknowledged criteria for definihtp be the head ab in constituentC are
(Kubler et al. 2009):
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1. H determines the syntactic category®#nd can often replace.

2. H determines the semantic category@fD gives semantic specification.

3. The form ofD depends oif.
These definitions can often be applied to determine theiigerithe head. For example, according
to (1,2) a noun is the head of its modifying adjective (e.gat™ in “big cat”) and a verb is the head
of its adverb (e.g., “eat” in “eat quickly”).

In VSS’s, these criteria are either inapplicable or configt For example, in a sequence of prope
nouns (e.g., “John Smith”), neither criterion is appli@ath a verb group construction (e.g., “can
eat”), the main verb should be the head according to (2). ®@mther hand, the preceding modal
restricts the main verb to be in infinitive form, and thus dddae the head according to (3) (e.g.,
“he can eat” vs. “he edl).

Such structures have led to the creation of several depepdehemes, each taking a different
approach to annotating them (Collins 1999; Rambow et al228&mada and Matsumoto 2003;
Johansson and Nugues 200ier alia). We turn to describing the VSS's that we experiment witt
and the alternatives annotations we consider for them. fAlh@se annotations are in use in NLP
They are also plausible from a theoretical standpoint. fleé@ishows a diagram for each of the
structures, along with their possible annotations.

Coordination Structures are composed of two words, separated by a conjunction (da@hn
and Mary”). It is not clear which token should be the head ¢ #tructure, if any (Nilsson et al.
2006). We consider two alternative annotations: (a) sgttire conjunction as head, and both
conjuncts as its dependents and (b) setting either of theieots as head, selected according to th:
specific structure type (e.g., noun phrase, verb phrase).

Infinitive Verbs  are verb phrases that contain the sequence “to” + infiniterd ¥e.g., “to eat”).
In (Yamada and Matsumoto 2003) the verb is the head, whil€ailihs 1999) the “to” token is
the head. We consider both annotations.

Noun Phrases that contain a determiner and a noun (e.g., “the apple” ordg’d Either the
determiner (Bosco and Lombardo 2004) or the noun (Collir@9)18nay serve as the head. We
consider both annotations.

Noun Sequences are noun phrases that contain sequences of more than ongegurt'John
Doe”). Various alternative annotations for this structimgude (Collins 1999), which takes the
last noun as head, and BIO’s scheme which is somewhat morplepifDredze et al. 2007). We
consider either the rightmost or the leftmost noun as headinzark all other nouns as its depen-
dents.

Prepositional Phrases consist of a preposition and a noun phrase (e.g., “in a bagobr

Rome”). Complement clauses that contain a subordinatinguoation (e.g., “after you go”) are
also included. Either the preposition/subordinating conjunction (@s11999) or the NP/clause
(Johansson and Nugues 2007) can be the head. We considedteotiatives.

Verb Groups are composed of a verb and a modal verb (e.g., “can come”)eSchemes select
the modal as head (Collins 1999), others select the verb i@aret al. 2002). We consider both

LFor brevity, we use the term Prepositional Phrases to refleoth structures.

2410



» 1 " ™ )
John—» and Mary to eat the apple John Doe
(a) Coordination (b) Infinitive Verbs (c) Noun Phrases (d) Noun Sequence
of Rome can come
(e) Prepositional Phrases (f) Verb Groups

Figure 3: The VSS’s with which we experiment. The possible annotatifam each structure are marked
using solid and dashed lines.

alternative$.
4 Experimental Setup
4.1 The Parsers

In this work we experiment with five parsers of different tgp®Ve briefly describe them.

Dependency Model with Valence (DMV) (Klein and Manning 2004) is a generative parser the
defines a probabilistic grammar for unlabeled dependemugtstres. This parser is widely used
in the field ofunsupervisedlependency parsing, where the great majority of recent svar& in
fact elaborations of this model (e.g., (Cohen and Smith 26@Sdden Il et al. 2009)). In our
experiments we use supervisedrersion of this parser, by training it using maximum likeldd
estimation (MLE). This approach was used in various previwarks as an upper bound for the
unsupervised model (Blunsom and Cohn 2010; Spitkovsky éGil1). Decoding is performed
using the Viterbi algorithrh

MST Parser (McDonald et al. 200%)formulates dependency parsing as a search for a maximt
spanning tree (MST). It uses online training and extendsvthegin Infused Relaxed Algorithm
(MIRA) (Crammer and Singer 2003) to learning with structuoaitputs.

Clear Parser (Choi and Nicolov 2009)is a fast transition-based parser that uses the robust ri
minimization technique (Zhang et al. 200&-best ranking is used to prune the next state in di
coding.

S, Parser (Nivre 2009¥ is a transition-based parser and an extension of the MALBqvar
(Nivre et al. 2006). The parser starts by constructing aetwéen adjacent words and then swap
the order of input words in order to learn more complex strres. It uses thstackeagealgorithm,
and is trained using various linear classifiers (includinvg/3.

NonDir Parser (Goldberg and Elhadad 2070} a non-directional, easy-first parser, which is
greedy and deterministic. It first attempts to induce a nibeetional version of the easiest arcs in

2Some definitions of verb groups also include auxiliaries. dveose to exclude them from our definition since we use
the PTB POS set, which distinguishes modals, but not aur#iafrom other verbs.

Shttp: // www. cs. col unbi a. edu/ ~scohen/ par ser. ht n

“htt p: // www. seas. upenn. edu/ ~strct | rn/ MSTPar ser/ MSTPar ser . ht ni

Shtt p: // code. googl e. cont p/ cl ear par ser/

Shttp:// mal t parser. org/

“http://ww. cs. bgu. ac. i |/ ~yoavg/ sof t war e/ easyfirst/
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a dependency structure, and continues by iteratively te¢ethe best pair of neighbors to connect
until a complete dependency tree is created.

These parsers span the major approaches to statisticaidimpey parsing. The two main ap-
proaches are (Kubler et al. 2009) egnsition-basednethods that use state machines to map se
tences to dependency graphs, attempting to reach the dptiae; and (byyraph-basednethods,
which try to find the best scoring dependency graph in somphgspace.Clear Parserand S,
Parserare examples of (a), whilMST Parserand DMV are examples of (b). NonDir takes a
somewhat different parsing approach.

4.2 Technical Details

Following standard practice in English, used in the gregbnitg of recent works, all the corpora

are generated by converting constituency annotation tertigncy using a set of head percolatior
rule. Using these rules is also suitable here since they carydmsinanipulated to create the
different corpora required for applying our methodology.

Parsers are trained on sections 2-21 of the Penn TreeBaB {?$J corpus (Marcus et al. 1993),
and are tested on section 23. We use the default featurerseadh of the parsers. Evaluation is
done using unlabeled attachment score, a common evaluagasure for dependency parsing.

For the Rate-Learnability measure, we select a diffefenalue for each parser, due to their dif-
ferent performance levelg, is set to be the attachment score of the least learnable atiorofor
that parser, as determined by our experiments with the Aogdkearnability measure. This is the
highest value of that all schemes would reach at some point along their legreuirve.

5 Results

Table 3 shows our results. In three out of the six structumesrong unanimous bias is found. A
unanimous 0.9-bias is found towards (a) selecting the migpn as head of prepositional phrases
and (b) selecting either of the conjuncts as head of coatidimatructures. A unanimous 0.7-bias
is found towards the noun in noun phrases. For these stas;tone annotation is clearly more
learnable than the other, independently of the selectedtations for the other structures. This
gives an empirical motivation for using these annotations.

In two of the remaining structures (verb groups and noun eeges), we find a trend towards
one of the annotations; in five of the settings a 0.7-bias ismdotowards one alternative (modal
and leftmost noun, respectively). In the other five settingstrong bias is found towards either
alternative. In these structures, it might be the case #réio modeling assumptions incorporatec
into the parsers affect whether one alternative is predeorenot. This calls for a more detailed
investigation, which we defer to future work.

Finally, no considerable bias is found in the infinitive vestbuctures, as a 0.7-bias towards an
alternative is found in only one setting. Thus, our experitaesuggest no preference towards
either alternative in this case.

8We use a slightly modified version of thepennconvertar tailored for our experimental setup
(http://nlp.cs.lth.sel/software/treebank_converter/ ) (Johansson and Nugues 2007).
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Setting / DMV MST Clear Sy N.D

SUCe | s nnotatiorl| AL] RL|| AL] RL] AL] RL] AL] RL] AL] RL
CONJ <
Coord. 155 0 [15]0 [0 [0 |0 [Jo [0 [0 |oO
TO 6 [17 [[19 [17 || 21 | 17525 ] 19 [ 185 13
Inf. Verbs
VB 16 [15 || 13 |15 || 11 | 145 7 |13 [ 135 19
P NN 24 [ 24 2% 23 245 235 «
DT 8 [8 [0 |8 [JO [9 [0 [75]2 |85
N Seq. | LEFT__ 125824 215 215 18 [ 1L.5] 12
>4 [RIGHT |65 3 [105]0 |05 || 105 14 || 20.5 20
op IN 285 «
NP 0 [35[0 |0 [Jo |0 [0 [o JJo Jo
Verb r. | .MD 23 [[28 [ 20 || 235 20 || 15 [ 17 |24 ] 17
VB 0 [9 [[4 [12]|85[12 [[17 [15 |8 [15

Table 3:Exploring the learnability of the different annotation safres. Each row pair corresponds to a pail
of annotations for a given VSS, and each column pair corredpto a parser, under Accuracy-Learnability
(A.L) and Rate-LearnabilityR.L) (see Section 2). For a given VSS, learnability measure ansep, we show
the number of times one annotation is more learnable thaalthenative. There are 32 experiments with eact
such combination, each has a single winner, resulting inraopaumbers that sums up to 32. Gray cells mark
settings in which the annotation is substantially morerlabte than the alternative (dark/light gray corresponc
tor =0.9/0.7 respectively). Rows marked with an arrow)(mark annotations that atmanimoushbiased.
The annotations (see Section 3): Coordinations — headeddyfthe conjuncts (CONJ) or by the conjunc-
tion (CC) ; Infinitive Verbs — headed by “to” (TO) or by the Vef¥8B) ; Noun Phrases — headed by the noun
(Noun) or by the determiner (DT) ; Noun Sequences — headedédyeft/rightmost noun (LEFT/RIGHT);
Prepositional Phrases — headed by the preposition (IN) otheynoun phrase (NP) ; Verb Groups —
headed by the modal (MD) or by the Verb (VB). The Parsers (gztid 4.1): DMV (Klein and Manning
2004) ; MST (McDonald et al. 2005) Clear (Choi and Nicolov 2009) S, (Nivre 2009) ;N.D.— NonDir
(Goldberg and Elhadad 2010).

5.1 Analysis

The empirically preferred annotations cannot be reducedyssimple, intuitive rule. For example,
they do not match simple distinctions such as the one betalesad and open classes: some of thi
more learnable annotations select closed class tags as fegd the preposition in prepositional
phrases), while others select open class tags (e.g., theinawun phrases). Similarly, it is also
not necessarily the rightmost or the leftmost word in theditrre that is preferred.

Our results indicate that the biases are substantial. Babl®ws that the difference between the
accuracies of the most learnable annotation and the leasdble annotation for each parser unde
the Accuracy-Learnability measure. The accuracies rargeden 2.5-8.3%, which correspond to
22.2-35.3% error reduction. Table 4 also shows the the geguarformance gain from selecting
each of the three empirically preferred annotations. Tlysses are substantial and yield error
reductions that range between 3.7-19.8%, 2.4-4.8% and .38 for Coordinations, NPs and
PPs respectively. Moreover, the gains are additive. Thateiecting all three of the empirically
preferred annotations results in a gain similar to the surthefaverage gains in the individual
structures.
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Struct. || DMV | MST | Clear S, N.D. Err. Red.
Coord. || 1.3% | 1.2% | 2.1% | 1.6% | 0.9% || 3.7-19.8%

g\i/f?. Per NP T 1.6% | 02% | 0.3% | 0.5% | 0.2% || 2.4-4.8%

: PP | 2.6% | 1.6% | 1.1% | 1.0% | 0.9% || 7.4-15.3%
[ Best—Worst || 8.3% | 3.4% | 4.2% | 3.4% | 2.5% || 22.2-35.3%)]
| Avg. Per._ || 66.2%] 90.1%] 90.2%] 89.2%] 90.4%]] — |

Table 4: The average performance gain incurred by selecting theramalty preferred annotations for the
VSS'’s for which a unanimous bias is found. The last columheéserror reduction range. The last row shows
the mean attachment score of each parser when averaginglbsehemes. The row before shows the dif-
ference between the lowest scoring and the highest scarfregree for each parser. Annotation abbreviation:
(see Section 3): Coord. — Coordinations, NP — Noun Phrases, Prepositional Phrases. Parser names a
taken from Table 3.

Another natural question to ask is whether there is a sirgiflerse that receives the highest scort
in all settings. We find that in fact this is the case. Figurendves this scheme. The obtained
scheme does not exactly match any of the commonly used dimm$ahemes, although it closely
resembles that of (Collins 1999), differing only in the ataimn of noun sequences. We note tha
since we addressed a particular set of VSS’s, the winningreetpresented here is optimal only
with respect to this selection.

CONJ—> CC CONJ TO— VB DT «<— Noun

(a) Coordination (b) Infinitive Verbs (c) Noun Phrases
LEFT— RIGHT IN—>NP MD — VB
(d) Noun Sequence (e) Prepositional Phrases (f) Verb Groups

Figure 4:The scheme that receives the highest score under all sett#hgotation abbreviations are taken
from Table 3.

Correlation between Settings. We aim to show that our results are independent of the settir
and can therefore be seen as reflecting underlying phenoriieegparsers and the specific learn
ability measures can thus be seen as proxies by which thesmptena are observed.

In each setting (i.e., parser + learnability measure), wetke different schemes according to their
learnability (a total oR* values per ordering). The ten different settings (5 parse2dearnability
measures) yield ten relative orderings. To assess theitasity we compute the Kendall rank
correlation coefficient (Kendall 1938petween each pair of relative orderingézoo = 45 pairs).
The coefficient receives values [r-1, 1], wherel indicates equality) indicates no correlation,
and—1 indicates anticorrelation. We also compute a significgrealue, which is the probability
for obtaining a given correlation at random (Abdi 2007).

Results show that the relative orderings obtained in thferdifit settings are very much in concor-
dance. The obtained Kendallcorrelation coefficients range betwedn, 0.88). Interestingly,
when excluding DMV, results are even more significant (datien in (0.64,0.88)). This corre-
sponds tg-values smaller thah0~=7 and smaller than0~12 if we exclude DMV.

9This is a commonly used measure in NLP (Lapata 2006; Brody<amtor 2011).
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Relation between Learnability Measures. In order to explore the relations between the twc
learnability measures, we focused on pairs of orderingsuba the same parser, but different
learnability measures$K| = 5 pairs). The Kendalt values in this case range between (0.75, 0.82
which corresponds tp-values< 10718,

Despite the high correlation between the measures, thedidiscovered under the Accuracy-
Learnability measure are stronger than the ones discousréer the Rate-Learnability measure
This demonstrates the somewhat different perspectivesraat by using different definitions of

learnability.

6 Discussion
6.1 Syntactic Selection in a Wider Context

This paper presents a methodology for syntactic selecsomguearnability. The use of learnability
is justified both for theoretical (see Section 7) and prattieasons, as it has direct implications
on parsing technology. Namely, it is advantageous to transgrs on schemes that are inherent!
more learnable.

In the following we define a different, simplified empiricaéasure for syntactic selection and show
that it correlates with learnability. The proposed measibmnceptually simpler than learnability
and can therefore be used to partially explain the learitybésults. However, it will be argued
that learnability has several advantages over it as an @afineasure for syntactic selection.

We define thepredictability of a scheme as minus the entropy of a parent given its chiltk@n
learnability,predictabilityis not defined with respect to a parser). We represent a wgrdg(its
POS tag, and a parenkd(x)) as the conjunction of its POS tag and the direction of themar
relative to the child (left or right). Concretely [denotes the set of POS tags):

predictability = —H(Pa(x)|x) =
Z Z Pr(Pa(x)|x) -log Pr(Pa(x)|x)

X€P Pa(x)e
Px{L,R}

Intuitively, predictabilitymeasures how easy it is to predict a word’s head. On the faitehigher
predictabilityis likely to imply higher learnability. For example, if priethbility is very high (i.e.,
the entropy is very low), words generally determine theiepss, which facilitates learning. The
opposite case, when predictability is very low, occurs wijigan a word, any other word is equally
probable to serve as its parent. It is likely that such a sehwould be hard to learn.

We repeated the experiments described in Section 4, thésusing predictability instead of learn-
ability’®. Results show that in the three structures where a unanifeausability bias is found,
a strong predictability bias is also found. Predictabijiiglds similar results to learnability in the
infinitive verb structure as well, both showing no strongsbidowever, in the two other structures
results diverge. In noun sequences, predictability shostsosg bias towards the left noun, while
learnability showed a weaker trend (with no unanimous biasyerb groups, a strong predictabil-
ity bias is found in the opposite direction to the non-unamisione found with learnability.

In addition, we derive a relative ordering of the differenhemes (see Section 5.1). We com
pare this ordering to each of the orderings obtained in taebbility experiments. The obtained
Kendallt values range between (0.38, 0.66), which correspongs/miues< 1074,

10Note that this time there is only one setting.
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Predictability is a simple measure to understand and compiihe fact that it correlates with
learnability can provide a partial explanation to the lednifity results. However, it has several
disadvantages compared to learnability. First, learitglbélates directly to parsing technology, as
parsers trained on more learnable schemes are likely tondbigsher results. Second, learnability is
better motivated theoretically — it has been used extelysagea deciding factor in both linguistics
and cognitive science (see Section 7). Third, predictgholnly quantifies a specific aspect of an
annotation scheme (namely the POS tag and direction of ttenpeelative to its child), while
parsers tend to take into account many other factors. Tlaeser§ are captured by learnability.

Looking at our results, we observe that while correlatioesveen predictability and learnability
orderings are relatively high (mean Kendalvalue 0.51), they are generally lower than the corre
lations between the different settings of our learnabéitperiments (mean Kendallvalue 0.67).

We conclude that predictability does give partial explamato our results, but that further research
is required in order to fully comprehend why exactly are sesteemes more learnable than other:

6.2 The Methodology

Our methodology is designed for deciding between seveiairedtives, each having equal a-priori
plausibility. It is therefore applicable for deciding beten alternative annotations in VSS's.

Although we compare performance against different test set find the comparison meaningful.
Presumably, had there been no preference to either of theations, the performance on all these
data sets should have been equivalent. Our experiments stawthis is usually not the case,
and by this reveal a non-trivial property of both the parset,an those cases where the bias is
unanimous, of the structures in question.

The consistent results obtained across five parsers usim¢eanability measures, which are in
turn consistent with the results of a parser-independetiptability experiment, demonstrate the
robustness of our results. However, it is still possible #nduture parser will exhibit different
patterns. Such a parser would very likely be fundamentaffgrént, in some way, from the set
of parsers used in this work. Our methodology can thus be tesdidcover an interplay between
parser families and their empirically preferred annotaian interesting topic in its own right.

Finally, we remark that learnability cannot by itself be dises a criterion for the quality of a

scheme. For example, consider the simple right-brancldhgree, where each word receives the
word to its right as its head. It is trivial to learn despite itferiority as a dependency scheme
We address this issue by applying our methodology only toparmbetween annotations that aim
to represent the same structure and that were proposedidsigpendency annotation schemes
All considered schemes are derived by combining annotationvSS'’s that were proposed in
the literature (see Section 3). It is exactly because ofdhk bf consensus with regard to these
structures that applying a complementary criterion, suclearnability, is required.

7 Related Work
7.1 Varying Syntactic Structures

The exact formal manner in which syntax should be repreddmds been the subject of endless
debates. The diversity of approaches yielded a variety wdtation schemes for encoding similar
structures.

Representational variation can be seen in virtually angnfdism for syntactic annotation. In the
field of POS tagging, the Brown Corpus (Francis 1964), thenPeeebank (PTB) (Marcus et al.
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1993), the British National Corpus (BNC) (Aston and Burna898) and the SUSANNE corpus
(Sampson 1995) all proposed different schemes for reptiagegrammatical categories. Another
example is the different annotation schemes used for nompoands (Nastase and Szpakowic:
2003; Moldovan et al. 2004). In the field of constituency aation, (Marcus et al. 1993; Sampson
1995; Kim et al. 2003) vary in the details of their represgateof English syntax. Variation in de-
pendency annotation, the focus of this paper, was disciis¢k@nova et al. 2012) and is described
in detail in Section 3. While these examples are all takemfEnglish, variation is found in any
language for which sufficient resources are available (Zeetal. 2012).

Many previous works addressed the difficulties imposed leyldlek of established standards for
syntactic representation. Jiang and Liu (2009) adaptedtital tools trained with one annotation
standard to another. Other works proposed to normalizeiffegaht representations into a stan-
dard scheme (Ide and Bunt 2010; Zeman et al. 2012). Parsaigation is also highly affected by

VSS's. Schwartz et al. (2011) suggested Neutral Edge Dire¢NED), an evaluation measure for
unsupervised dependency parsing that accepts more thagaarstble annotation for dependency
VSS's. Tsarfaty et al. (2011) suggested a new evaluatiorsaredor supervised dependency pars
ing to address representational variation. The measuisisthon tree edit distance. Tsarfaty et a
(2012) extended this measure for comparing between ainmmmsdtom different formalisms.

The emphasis of all the above works was mainly to overcomprbiglems incurred by the lack of
standard, and not to select the most advantageous anmaatording to some empirical criterion.
In contrast, other works addressed the advantages somaasti@ave over their alternatives, anc
selected a scheme which best suited their needs.

One of the motivations behind the LTH dependency schemeafisston and Nugues 2007) was
to facilitate semantic-role-labeling (SRL). They showbdttan SRL tool that used their scheme
performed better than a tool that used an alternative degpmydscheme. While their method
provides empirical reasons for using the LTH scheme, oukwas a few advantages: first, our
methodology examines each VSS individually, while theyyartdmpared an annotation scheme
as a whole; second, while they performed the comparison amgéegbasic) SRL tool, we com-

pared the schemes on five different parsers (four of there-sfathe-art) using two definitions

of learnability. Stanford dependencies (de Marneffe e2@06) were also designed using empiri:
cal considerations, namely to facilitate information extion. However, they did not attempt to
propose a methodology for syntactic selection.

Nilsson et al. (2006) modified the gold standard dependenogtations of two VSS'’s in order
to improve parsing accuracy. They were able to improve perémce by training a parser on a
transformed corpus, parsing, and re-transforming thededyparse. While their work evaluated
against a fixed gold standard, our work provides a methogdiogdesigning an optimal gold
standard with respect to learnability considerationsitf@armore, while they experimented with a
single parsét, our experiments use five parsers of different types and éamhbility measures.
As a result, their findings may be parser-specific, while @nsgstent results reveal a property of
the scheme itself. Therefore, our results are directlyiapple to annotation design. Last, our
work is more extensive in terms of the number of examinedsiras (six vs. two). Kibler (2005)
and Maier (2006) conducted similar experiments in constity parsing.

11They experimented with two variants of the same parser.
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7.2 Learnability

The notion that simpler or motearnablestructures should be preferred is a recurring theme, bo
in theoretical linguistics (Chomsky 2006; Clark 2010) andrengenerally in the discussion of
representations in cognitive science (Chater and Vitd@9B2. In the context of language learning.
learnability refers to the question of what biases are requin order to learn a language, and
in particular its grammar (Pinker 1989). In formal lingidst learnability using distributional
methods has been used as an important consideration imdesifye phrase structure formalism
(Chomsky 2006).

In Machine Learning, the term learnability refers to thestiom of whether, under certain assump
tions, an underlying hypothesis may be learned given sefftciraining samples (prominently,
PAC-learnability (Valiant 1984)).

An empirical study by Perfors et al. (2011) used learnabd@nsiderations to decide between dif-
ferent syntactic formalisms. This line of research beasemelance to model selection technique:
in statistics, which aim to find whiclnodelbest explains a fixed data set. Our work takes a sim
lar direction. However, our methodology assumes the paeseracceptable models for the giver
formalism, and tries to find the most suitalalenotationfrom a set of a-priori equally likely alter-
natives. To the best of our knowledge, no previous work helded a similar task.

Predictability. Previous works used information theoretic measures to tifyaentence com-
plexity, taking into account its syntactic representatidale (2006) explored a similar measure tc
predictability in the context of context-free-grammarléig2001) and Levy (2008) explored a dif-
ferent measure (“surprisal”). These works demonstratatittteir complexity measures correlate
with human judgments on sentence comprehension difficulty.

Conclusion and Perspectives

In this paper we showed that selecting between alternagivastic representations (syntactic se
lection) has a substantial and predictable effect on pgngérformance. We presented a nove
learnability-based methodology for syntactic selectiod applied it to six central dependency
structures that have several alternative annotations.nt@tinodology produced highly consistent
results, and revealed a unanimity among all parsers in tfrdee structures. We showed that the
gain from selecting the empirically preferred annotatiisrisoth substantial (error reduction of up
to 19.8%) and additive. That is, selecting all three resalem even more accurate parser.

The higher learnability of the preferred annotations casémn as an indication for their consis-
tency with the rest of the scheme and has direct implicafiongarsing performance. We therefore
suggest using the preferred annotations when designingefdependency schemes.

Future work will include applying our methodology to langea other than English, in order to
assess whether the biases discovered in this work gereecabss-linguistically. We also plan to
apply it to deciding between alternative annotations ireoyntactic formalisms (such as con-
stituency parsing) and in other NLP tasks such as POS taggidgoun-compound annotation.
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