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ABSTRACT

We propose a lightweight method for using discougdations for polarity detection diveets
This method is targeted towards the web-based agigns that deal witmoisy, unstructured
text, like thetweets,and cannot afford to use heavy linguistic resamrides parsing due to
frequent failure of the parsers to handle noisyaddost of the works in micro-blogs, like
Twitter, use a bag-of-words model that ignores the diseopssticles likebut, since, although
etc. In this work, we show how the discourse relatibkes the connectivesind conditionalscan
be used to incorporate discourse information in laag-of-words model, to improve sentiment
classification accuracy. We also probe the infleen€ the semantic operators likeodalsand
negationson the discourse relations that affect the semttnoé€ a sentence. Discourse relations
and corresponding rules are identified with minimedcessing - just a list look up. We first give
a linguistic description of the various discours@ations which leads to conditions in rules anc
features in SVM. We show that our discourse-basagtdf-words model performs well in a
noisy medium Twitter), where it performs better than an existing Twitiased application.
Furthermore, we show that our approach is benéfioistructured reviews as well, where we
achieve a better accuracy than a state-of-theyatém in theravel reviewdomain. Our system
compares favorably with the state-of-the-art systeand has the additional attractiveness ¢
being less resource intensive.
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1 INTRODUCTION

An essential phenomenon in natural language primzess the use of discourse relations tc
establish a coherent relation, linking phrases eadses in a text. The presence of linguisti
constructs likeconnectives, modals, conditionalsdnegationcan alter sentiment at the sentenc
level as well as the clausal or phrasal level. @wrthe example,@user share 'em! i'mquite
excited about Tintin, despitaot really liking original comics. Probably because Joe Cornist
had a hand in."The overall sentiment of this examplepissitive although there is equal number
of positive and negative words. This is due todbenectivedespitewhich gives more weight to
the previous discourse segment. Any bag-of-wordslehavould be unable to classify this
sentence without considering the discourse ma®ensider another exampleTHink i'll stay
with the whole 'sci-fishit. but this time...&lassicmovie.” The overall sentiment is aggdositive
due to the connectivieut, which gives more weight to the following discousggment. Thus it is
of utmost importance to capture all these phenornreaacomputational model.

Traditional works indiscourse analysisise a discourse parser (Marcu 2000; Ztral, 2011,

Wellner et al; 2007; Pitleret al, 2009; Elwellet al, 2008) or a dependency parser (Vincent
al., 2006). Many of these works and some other warkdiscourse (Taboadz al, 2008; Zhou
et al.,, 2011) build on the Rhetorical Structure drye(RTS) proposed by Manet al. (1988)

which tries to identify the relations between theleus and satellite in the sentence.

Most of these theories are well-founded $tnuctured textand structureddiscourse annotated
corpora are available to train the models. Howewsing these methods for micro-blog discours
analysis pose some fundamental difficulties:

1. Micro-blogs, like Twitter, do not have any restriction on the form and cont# the user
posts. Users do not use formal language to comratein the micro-blogs. As a result,
there are abundaspelling mistakes, abbreviations, slangs, discaiities and grammatical
errors. This can be observed in the given examples freaf-life tweets The errors cause
natural language processing tools ligarsersand taggersto fail frequently (Deyet al,
2009). As the tools are generally trained on stmact text, they are unable to handle th
noisy and unstructured text in this medium. Henaestnof the discourse-based methods
based on RST or parsing of some form, will be umablperform very well in micro-blog
data.

2. The web-based applications require a fast resptimge Using a heavy linguistic resource
like parsingincreases the processing time and slows downgplcation.

Most of the works in micro-blogs, likéwitter, (Alec et al, 2009; Reackt al, 2005; Palet al,
2010; Gonzalezet al, 2011) use a bag-of-words model with features Igeet-of-speech
information, unigrams, bigramstc. along with other domain-specific, specialized feesulike
emoticons, hashtagstc. In mostof these works, theonnectives, modaland conditionalsare
simply ignored as stop words during feature vecteation. Hence, the discourse informatior
that can be harnessed from these elements is ctatyptéscarded. In this work, we show how
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the connectives, modals, conditionalnd negation based discourse information can be
incorporated in a bag-of-words model to give betemtiment classification accuracy.

The roadmap for the rest of the paper is as folloRalated work is presented in Section 2
Section 3 presents a comprehensive view of thereifft discourse relations. Section 4 studie
the effect of these relations on sentiment analgsid identifies the critical ones. Section £
discusses the influence of some semantic operatodiscourse relations for sentiment analysis
We develop techniques for using the discourseioglatto create feature vectors in Section €
Lexicon based classification and supervised cliassibn systems are presented in Section 7 1
classify the feature vectors. Experimental resaespresented in Section 8, where we thsee
different datasets, from thEwitter and Travel reviewdomain, to validate our claim. The results
are discussed in Section 9, followed by conclusions

2 RELATED WORK

2.1 Discourse Based Works

Maru (2000) discussed probabilistic models for tidfgimg elementary discourse units at clausa
level and generating trees at the sentence legaiguexical and syntactic information from
discourse-annotated corpus of RST. Welketeal. (2007) considers the problem of automatically
identifying arguments of discourse connectivestia PDTB. They model the problem as &
predicate-argument identification where the pre@igare discourse connectives and argumer
serve as anchors for discourse segments. @aif. (2005) presents a set of discourse structu
relations and ways to code or represent them. &laions were based on Hobbs (1985). The
report a method for annotating discourse cohettemttsires and found different kinds of crossec
dependencies.

In the work,Contextual Valence Shifte(Rolanyiet al.,2004), the authors investigate the effec
of intensifiers, negatives, modasdconnectorghat changes the prior polarity or valence of th
words and brings out a new meaning or perspectiiey also talk about pre-suppositional item:
and irony and present a simple weighting schenae&b with them.

Somasundaraet al (2009) and Asheet al. (2008) discuss some discourse-based supervised ¢
unsupervised approaches to opinion analysis. £tal. (2011) present an approach to identify
discourse relations as identified by RST. Insteidepending on cue-phrase based methods
identify discourse relations, they leverage it ot an unsupervised approach that woul
generate semantic sequential representations (S8fReut cue phrases.

Taboadaet al (2008) leverage discourse to identify relevamiteseces in the text for sentiment
analysis. However, they narrow their focus to ailjes alone in the relevant portions of the tex
while ignoring the remaining parts of speech oftthe.

Most of these discourse based works make usedifcaurse parseor adependency parsdo
identify the scope of the discourse relations dr@dpinion frames. As said before, the parsel
fare poorly in the presence of noisy text likegrammatical sentencesidspelling mistakeéDey
et al, 2009). In addition, the use of parsing slows d@amy real-time interactive system due tc
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increased processing time. For this reason, theorbilog applications mostly build on a bag-of-
words model.

2.2  Twitter Based Works

Twitter is a micro-blogging website and ranks setamongst the present social media website
(Prelovac, 2010). A micro-blog allows users to exaye small elements of content such as shc
sentences, individual pages, or video links. Adé@l. (2009) provide one of the first studies on
sentiment analysis on micro-blogging websites. Bsalet al. (2010) and Bermingharat al.
(2010) both cite noisy data as one of the biggesdlas in analyzing text in such media.

Alec et al. (2009) describe a distant supervision-based appréaer sentiment classification.
They usehashtagsin tweets to create training data and implemeniudti-class classifier with

topic-dependent clustersThe # symbol, called a hashtag, is used to markwésls or topics in

a Tweet. It was created organically by Twitter ssas a way to categorize messddes

Barbosaet al. (2010) propose an approach to sentiment analysisvitter using POS-tagged n-
gram features and some Twitter specific featukesHashtagsJoshiet al. (2011) propose a rule-

based systenC-Feel-It which classifies a tweet as positive or negabased on the opinion

words present in it. It uses sentiment lexiconsciassification and twitter-specific features like
emoticons, slangshashtagsetc. Use of emoticonsis common in social media and micro-
blogging sites, where the users express their enti in the form of accepted symbols.
Example:© (happy) ® (sad).

Readet al, (2005) and Palet al. (2010) propose a method to automatically creataiaing
corpus using micro-blog specific features lgmoticons which is subsequently used to train ¢
classifier. Gonzaleet al. (2011) discuss an approach to identify sarcastwéets. To create a
corpus ofsarcastic, positiveand negativetweets, they rely on the user provided information
the form ofhashtags They claim that the author is the best judgedetermining whether the
tweet is sarcastic or not, which is indicated yttashtagused by the author in the post.

Our work builds on the discourse-related works ofaRyi et al. (2004), Wolfet al. (2005) and
Taboadeet al (2008) and carries the idea further in the sestimanalysis of micro-blogs. We
exploit the various features discussed in the Bwispecific works to develop a bag-of-words
model, in which the discourse features are incafear to give better sentiment classificatior
accuracy.

We evaluate our system on three datasets usingoleXiased classification as well as ¢
supervised classifier (SVM). We use a manually lkedbetweet set of 8,507 tweets and ar
automatically annotated set of 15,204 tweets usaghtagsfo establish our claim. We, further,
use a dataset from theavel reviewdomain by Balamurakt al. (2011) to show that our method
is beneficial to structured reviews as well, whishindicated by the improved classification
accuracy over the compared work.

T https://support.twitter.com/articles /49309
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3 CATEGORIZATION OF DISCOURSE RELATIONS

“An important component of language comprehensiormost natural language contexts
involves connecting clauses and phrases togetharder to establish a coherent discourse”
(Wolf et al, 2004). A coherently structured discourse is dectibn of sentences having some
relation with each other. A coherent relation retfehow different discourse segments interac
(Hobbs 1985; Marcu 2000; Webbetral., 1999). Discourse segments are non-overlappingsspe
of text. The interaction relations between discelssgments may be of various forms as listed
Table 1

Coherence Relations Conjunctions
Cause-effect because; and so
Violated Expectations although; but; while
Condition if...(then); as long as; while
Similarity and; (and) similarly
Contrast by contrast; but
Temporal Sequence (and) then; first, second, ... before; after; whilg
Attribution according to ...; ...said; claim that ...; maintdin
that ...; stated
Example for example; for instance
Elaboration also; furthermore; in addition; note (furthermotre)

that; (for , in, with) which; who; (for, in, on,
against, with) whom

Generalization in general

Table 1: Contentful Conjunctions used to illustrate CoheeeRelations (Wolet al. 2005)

Our work, almost entirely, rests on this platfonnhere we identify the relations froireble 1
which can affect the analysis of opinions most idiscourse segmentable 2provides some
examples, taken fromwitter, to illustrate the effect of conjunctions in discge analysis. These
examples are similar to the ones in Polagtyal. (2004) and Taboadzt al. (2008). The words in
bold connect the discourse segment in brackets. Theiomdaare broadly classified in ten
categories imable 2

4  DISCOURSE RELATIONS CRITICAL FOR SENTIMENT ANALYSIS

Not all of the discourse relations are significénaim the point of view of sentiment analysis.
This section examines the role of the critical oineSA.

1. Violated Expectations and Contrast A simple bag-of-words model will classixample 2
(Table 3 as neutral. This is because it has one posiére ¢xcitedand one negative phraset
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really liking. However, it represents a positive emotion ofdpiion holder, due to the segment
after the connectivdespite In Example 5brightenedis positive ancpoorly is negative. Hence

the overall polarity is un-decided. But it shoulavle beerpositive since the segment following
but gives the overall impression of the opinion-holdgiich is positive.

Violating expectationconjunctions oppose or refute the neighboring alisee segment. We
further categorize them into the followibgo sub-categoriesConj_FolandConj_Prev.

Conj_Fol is the set of conjunctions that give more imparéato the discourse segment tha
follows them.Conj_Previs the set of conjunctions that give more imparéato the previous
discourse segment.

Thus, in Example 5of Table 2 the discourse segment followirmut should be given more
weight. InExample 2the discourse segment preceditegpiteshould be given more weight.

1. Cause-effect(YES! | hope she goes with Chrsg) (I can freak out like | did witl
Emmy Awards.)

2. Violated Expectations(i'm quite excited about Tintinjiespite (not really liking
original comics.)

3. Condition:If (MicroMax improved its battery life), (it wud hv lea gr8 product).
4. Similarity: (I lyk Nokia)and (Samsung as well).

5. Contrast:(my daughter is off school very poorlipyt (brightened up when we saw
you on gmtv today).

6. Temporal SequencéThe film got boringgfter a while.

7. Attribution: (Parliament is a sausage-machine: the wordfording to (Kenneth
Clarke).

8. Example: (Dhoni made so many mistakesfa) instance, (he shud've let Ishant
bowl wn he was peaking).

9. Elaboration:in addition (to the worthless direction), (the story lacked ttiepo).

10. GeneralizationIn general,(movies made under the RGV banner) (are not warth
penny).

Table 2 Examples of Discourse Coherent Relations

2. Conclusive or Inferential Conjunctions -These are the set of conjunctio@®nj_infer, that
tend to draw a conclusion or inference. Hence, tligcourse segment following them
(subsequentlin Example 1) should be given more weight.

Example 11: @Userl was nt much satisfied with ur so-called gud phame subsequently
decided to reject it.
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3. Conditionals - In Example 3 (Table 2)both improve and gr8 represent digh degreeof
positive sentiment. But the presence ibftones down the final polarity as it introduces ¢
hypothetical situation in the context. Tifie.then...els&onstructs depict situations which may ol
may not happen subject to certain conditions.

In our work, the polarity of the discourse segmiena conditional statement is toned down, ir
lexicon-based classificatiorin supervised classifieyrshe conditionals are marked as features
Such statements are not completely ignored as tgeas they bear some sentiment polarity.

4. Other Discourse Relations Sentences undéause-Effect, Similarity, Temporal Sequence
Attribution, Example, Generalization and Elaboratjgrovide no contrasting, conflicting or
hypothetical information. They can be handled bking a simple majority valence of the
individual terms, as in a bag-of-words model.

Table 3lists all the essential discourse relations disedsn this section. The relations have bee
compiled from Hobbs (1985), Polarsii al. (2004) and Taboadzt al. (2008).

5 SEMANTIC OPERATORS INFLUENCING DISCOURSE RELATIONS

There are some semantic operators that influereeligtourse relations connecting the phrase
In the sentenc&ou may like the movie despite the bad revi¢hes,connectivedespitegives
more weightage to the discourse segment precetliagd hencelike is weighed up. But the
uncertainty resulting frormaythat pulls down the weightage is completely igdoi@imilarly, in
the sentencele put a lot of effort for the finals, but stillitas not good enough to win the match
the connectivdut upweightsgoodandwin ignoringthe negation operatoiot. In this section, we
consider the semantic operators like thedals and negation ignoring which results in an
incorrect interpretation of the sentiment.

Relations Attributes

Conj_Fol but, however, nevertheless, otherwise, yet,
still, nonetheless

Conj_Prev till, until, despite, in spite, though, although

Conj_Infer therefore, furthermore, consequently, thus, as
a result, subsequently, eventually, hence

Conditionals If

Strong_Mod might, could, can, would, may

Weak_Mod should, ought to, need not, shall, will, must

Neg not, neither, never, no, nor

Table 3. Discourse Relations and Semantic Operators Haséat Sentiment Analysis

1. Modals - Events that have happened, events that are hapeniavents that are certain to
occur are calledealis eventsEvents that have possibly occurred or have sombapility to
occur in the distant future are callerkalis eventsThus, it is important to distinguish between

1853



real situations andypotheticalones. The modalsnight, may, could, should, wouddc) depict
irrealis eventsExample 3 (Table ZJoes not necessarily talk of MicroMax beigpgat, but talks
of its possibility of beinggreat subject to certain conditions (itmttery lifé. These constructs
cannot be handled by taking a simple majority vedeof terms.

We further divide the modals inteo sub-categoriesStrong_ModandWeak_Mod
Strong_Mod is the set of modals that express aghnigbgree of uncertainty in any situation.

Weak_Mod is the set of modals treatpress lesser degree of uncertainty and more esispba
certain events or situations.

In our work, the polarity of the discourse segnagighboring astrong modais toned down in
lexicon-based classificatiorsimilar to theconditionals as it expresses a higher degree c
uncertainty. Irsupervised classifiershe modals are marked as features.

Example 12 (Strong Modals):Unless | missed the announcement their God is eatuifed on
postage stamps, fihight be a hard sell.

He may be a rising star.

Example 13 (Weak Modals):G.E 12must be themostdeadly General Election for politicians
ever.

Our civil serviceshould work without TD interference.

2. Negation - The negation operator (Examplaot, neither, nor, nothingtc) inverts the
sentiment of the word following it. The usual wafyhandling negation in SA is to consider a
window of sizen (typically 3-5) and reverse the polarity of alkthvords in the window. In
Example 14 negating all the words in a window of size 5 rees the polarity oflike” for
Samsung as well; this is undesirable. We consiamgation window of size 5 and reverse all thi
words in the window, till either the window size ceeds or aviolating expectation(or a
contras) conjunctionis encounteredHence, the scope of reversing polarity is limitedthe
appearance diutin the given example.

Example 14 (Negation)i do not like Nokia but | like Samsung.
6 ALGORITHM TO HARNESS DISCOURSE INFORMATION

The discourse relations and the semantic operéttestified inSection 4andSection pare used
to create a feature vector, according to the fahgvalgorithm.

Let a user posR consist of in' sentencess (i=1...m), where eacly
consist ofn; wordsw; (i=1...m, j=1...n). Letf; be the weight of the
word wj; in sentence, initialized to 1. LetA be the set of all discours
relations inTable 3 Letflip; be a variable which indicates whether
polarity of w; should be flipped or not. Létyp; be a variable whicl
indicates the presence otanditional or a strong modaih s.

> 0
[]
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for i=1...m
for j=1...n;
fi=1;
hypO;
1. if w; € Conditionalsor w; € Strong_Mod
hyp=1;
endif
end for

for j=1...n;
flip=1;
2. if w;j eConj_Folor w; € Conj_Infer
for k=j+1...njand w ¢ A
fi+=1,
end for
end if
3. else ifw; € Conj_Prev
for k=1...J-1 && wi € A
fy+=1,
end for
end if
4, else ifw; € Neg
for k=1...Neg_Window and ¢ Conj_Prev
and¢ Conj_Fol
fligu=-1;
end for
end if
end for
end for
Input: ReviewR
Output: w, f;, flip; , hyp

Algorithm 1: Using the Discourse Relations to Create the Feateotor

In Step 1 we mark all theconditionalsand strong modalsvhich are handled separately by the

lexicon-based classifier and the supervised classif

In Step 2andStep 3 the weight of any word appearing bef@enj_Prevand afterConj_Fol or

Conj_lInferis incremented by 1.
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In Step 4 the polarity of all the words appearing withinvendow (Neg_Windows taken as 5),
from the occurrence of a negation operator andrbefte occurrence of\dolating expectation
conjunction, are reversed.

Finally, we get the feature vectowy, f;, flip; andhyp;} for all the words in the review.
Here, the assumption is that the effect of anywuetjon is restricted to continuous spans of te>
till another conjunction or the sentence boundary.

7 FEATURE VECTOR CLASSIFICATION

We devised a lexicon based system as well as angspe system for feature vector
classification.

7.1 Lexicon Based Classification

The Bing Liu sentiment lexicon (Het al, 2004) is used to find the polarippl(w;) of a word
w;. It contains around 6800 words which are manuptiarity labeled. The polarity of the
review (posor neg is given by,

m n;
sign(. D" fy x flipy x p(wy))
1 Ly

where p(w;;) = pol(w;;) if hyp;; =0

= M if hyp;j =1 ... Equation1
Equation 1finds the weighted, signed polarity of a revieviheTpolarity of each wordyol(w;)
being +1 or -1 is multiplied with its discourse-weiglfif (assigned byAlgorithm 1), and all the
weighted polarities are adddtlip; indicates if the polarity of; is to be negated.

In case there is argonditionalor strong modain the sentence (indicated byp;; = 1), then the
polarity of every word in the sentence is toned doky considering half of its assigned polarity
(Zor2).

2 2
Thus, if good occurs in the user post twice, it will contribwtepolarity of+1 x 2 = +2 to the
overall review polarityjf hyp;; = 0. In the presence of strong modalor conditional it will
contribute a polarity of%1 X2 =+1.

All the stop wordsdiscourse connectivesidmodalsare ignored during the classification phase
as they have a zero polarity in the lexicon.
7.2 Supervised Classification

The Support Vector Machines have been found toestdpm other classifiers, likNlaive Bayes
and Maximum Entropy in sentiment classification (Pargf al, 2002). Hence, in our work,
SVM'’s are used to classify the set of feature vecflip;;, w;, f; andhyp;}.
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Features used in the Support Vector Machines:
N-grams —Unigramsalong withBigramsare used.
Stop Words —All the stop words (like, an, the, i®tc) and discourse connectives are discarde

Feature Weight —In thebaseline bag-of-wordmodel, the feature weight has been taken as t
feature frequency.e. the number of times the unigram or bigram appé@arthe text. In the
discourse-based bag-of-wordsodel, thediscourse-weighted frequenoy a word is considered.
Algorithm 1assigns a weigtj to every occurrence of a wowg in the post. If the same word
occurs multiple times, the weights from its mukipbccurrences will be added and used as
feature weight for the word.

Modal and Conditional Indicator — This is a Boolean variable which indicates the gnes of a
strong modal or conditional in the sentence fiyg;=1).

Stemming —All the words are stemmed in the text so thettihg’ and “actior’ have a single
entry corresponding taatt’.

Negation —A Boolean variablef(jp;) is appended to each wond;j to indicate whether it is to
be negated or not (i.8ip;=1 orflip;=0).

Emoticons —An emoticon dictionary is used to map each emotito@ positive or negative
class. Subsequently, the emoticon class informagiaised in place of the emoticon.

Part-of-Speech Information —The part-of-speech information is also used wittoad.

Feature Space 1n thelexeme feature spadedividual words are used as features; whereas
thesense spacéhe sense of the word (synset-id) is used in ptddbe word. A synset is a set of
synonyms that collectively disambiguate each otbeajive a unique sense to the set, identifiabl
by thesynset-id This is beneficial in distinguishing between tlagious senses of a word.

For example, the wordankhas 18 senses (10 Noun senses and 8 Verb SeBsasjder the two
senses of dank— 1) Bankin the sense ofd financial institutiori, identifiable by the synset
“depository financial institution, bank, banking cem, banking company’and 2)Bankin the
sense ofelying, identifiable by the synsetrust, swear, rely, bank’Now, the first sense has an
objective polarity whereas the second sense hassitive polarity. This distinction cannot be
made in the lexeme feature space, where we considiethefirst sense of the word.

8 EVALUATION

8.1 Dataset
We performed experiments on three different dasasetvalidate our approach:

Dataset 1:Twitter is crawled using a Twitter API and 8507 etgare collected based on a tota
of around 2000 different entities from 20 differeltmains. The following domains are used fo
crawling data:Movie, Restaurant, Television, Politics, Sportsu&ation, Philosophy, Travel,

Books Technology, Banking & Finance, Business, 8/isivironment, Computers, Automobiles
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Cosmetics brands, Amusement parkd Eatables and HistoryThese are manually annotated by
4 annotators into four classepesitive, negative, objective-not-spamnd objective-spamThe

objective-not-spam category contains tweets whiehohjective in nature but are not spams. Th
objective-spam category contains spam tweets wanetsubsequently ignored during evaluation

Dataset 2:Following the works of Readt al. (2005), Alecet al. (2009), Palet al. (2010) and
Gonzalezet al. (2011) we create an artificial dataset udireghtags The Twitter API is used to
collect another set of 15,214 tweets basedhashtags Hashtags#positive, #joy, #excited,
#happy etc.are used to collect tweets bearing positive samttmwhereas hashtags like
#negative, #sad, #depressed, #gloomy, #disappoktiedire used to collect negative tweets
Hashtag keywords are subsequently removed frorwiets.

Dataset 3: Travel ReviewDataset in Balamuralet al. (2011) contains 595 polarity-tagged
documents for each of the positive and negativesels All the words in the travel review
documents are automatically tagged with their apoading synset-id’s usinigerative Word
Sense Disambiguaticalgorithm (Khapraet al, 2010).

8.2 Evaluation on the Twitter Dataset 1 and 2

The crawled tweets are pre-processed before ei@iuakll the links (urls) in the tweets are
replaced bytlink. All the user id’'sin the tweets are replaced #yser

Manually Annotated Dataset 1
#Positive | #Negative #Objective Not #Objective Total
Spam Spam
2548 1209 2757 1993 8507
Auto Annotated Dataset 2
#Positive #Negative Total
7348 7866 15214

Table 4 Twitter Datasets 1 and 2 Statistics

Evaluations are performed Dataset 1land2 under a2-classand a3-classclassification setting.
In the 2-class setting, onlyositive and negativetweets are considered; whereas in the 3-cla
settingpositive negativeand objective-not-spantweets are considered. All the experiments i
these two datasets are performed inléxeme feature spaesinglexicon-based classificatioas
well assupervised classification

The baseline system, for this part of the evaluati® taken a€-Feel-It (Joshiet al, 2011). It is

a rule-based system which implements a bag-of-woraddel using lexicon-based classification
The accuracy comparisons between C-Feel-It anddibeourse system are performed unde
identical settings. The only difference between tthe systems is the handling obnnectives,
modals, conditionalandnegation as indicated bylgorithm 1

Graph 1shows the accuracy comparison between C-FeeBItt@ndiscourse system, in Dataset:
1 and 2, using lexicon-based classification und2rcéass and a 3-class settigraph 2shows
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the accuracy comparison between baseline SVM arid BYegrated with discourse features, in
Datasets 1 and 2, under a 2-class and a 3-clasgysétll the SVM features discussed $ection
7.2, except the discourse features arising out of therporation ofdiscourse weightingnodal
and conditional indicatorand negation are used in the baseline SVM model. A linear &krn
with default parameters, is used in the SVM (Cheingl, 2011) with 10-fold cross-validation.

100 1 gggg 7281

using Lexicon
(Dataset 1)

2-class Classification 3-class Classification 2-class Classification

OC-Feel-It W Discourse System

80.55 84.91

using Lexicon using Lexicon
(Dataset 1) (Dataset 2)

Graph 1: Accuracy Comparison between C-Feel-It and Disse8ystem using Lexicon

in Datasets 1 and 2

100

69.49 7075

50

(Dataset 1)

2-Class Classification 3-class Classification 2-class Classification

OSVM Basline W SVM+Discourse

91 93.01

63.11 64.23

(Dataset 1) (Dataset 2)

Graph 2: Accuracy Comparison between Baseline SVM and SNt Discourse in

Datasets 1 and 2

8.3 Evaluation on the Travel Review Dataset 3

The travel reviewdataset (Balamuraét al, 2011) is used to determine whether our discours
based approach performs well for structured text@s This evaluation is done under a 2-clas
classification setting in thiexeme spacas well as theense spac@able 5shows the accuracy
comparison between the baseline bag-of-words madelbag-of-words model integrated with
discourse features using lexicon-based classifioatn dataset 3, under a 2-class setting.

Sentiment Evaluation Criterion Accuracy
Baseline Bag-of-Words Model 69.62
Bag-of-Words Model + Discourse 71.78

Table 5 Accuracy Comparison between Bag-of-Words and @isge System using Lexicon in

Dataset 3
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An automatic word sense disambiguation algoritHtarative Word Sense Disambiguation
(Khapra et al, 2010), has been used to auto-annotate the weordbe review with their
corresponding synset-id's. The same dataset is s#ds work. A linear kernel, with default
parameters, is used in the SVM with 5-fold croskdetion, similar to the compared system
(Balamuraliet al, 2011).Table 6shows the performance of the discourse systengaidth the
compared system using different features, on Datdseising supervised classification. The
features used in the SVM, for this part of the ea#ibn, includestop word removalno
stemmingpart-of-speech informatioandunigrams These features are used in all the systems
Table 6,including the discourse on€able 6shows the system accuracy under four scenarios:

When only unigrams are used
When only sense of unigrams are used
3. When unigrams are used along with their sensesésyd’s)

N

4. When unigrams are used with senses and discowaaeds
9 DISCUSSIONS

Accuracy improvements over the baseline and thepaoed systems in all the datasets clearl
signify the effectiveness of incorporating disc@unsformation for sentiment classification. The
bag-of-words model integratedth discourse informatiooutperforms the bag-of-words model,
without this informationunder all the settings; although, the performangarovements vary in
different settings. Statistical tests have beeirfiopeied and all the accuracy improvements hav
been found to be statistically significant wgB% level of confidence.

Systems Accuracy (%)
Only Unigrams 84.90
Only IWSD Sense of Unigrams [26] 85.48
Unigrams + IWSD Sense of Unigrams [26] 86.08
Unigrams + IWSD Sense of Unigrams + Discourse Feaigs | 88.13

Table 6: Accuracy Comparisons in Travel Review Dataset 3

9.1 Accuracy Comparison between C-Feel-It and Discours8ystem

These comparisons are performed under a 2-classaaBetlass classification setting, using
lexicon-based classification, in the lexeme spac@eu identical settings - the only difference
being the incorporation of discourse featuresDétaset 1 there is an accuracy improvement o
around 4% over C-Feel-It for both 2-class and 3-class cfasgion. The discourse system
accuracy at72.81% for 2-class classification is higher than thattioé 3-class classification
accuracy 061.31% This shows that 3-class classification of twégtsiuch more difficult than

2-class classification.
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9.2 Accuracy Comparison between Baseline SVM and Discae System

These comparisons are performed under a 2-classaaBetlass classification setting, using
supervised classification, in the lexeme spacdnmilar feature set, except the discourse feature
is used for both the systenin.Dataset ] there is an accuracy improvementl86 in both the 2-

class and 3-class classification, which has beanddo be statistically significant. Dataset 2

there is an accuracy improvement 2% over baseline SVM for 2-class classificatidh.is

observed that in the 2-class setting, the discosyséem performs better in the lexicon-base
classification with an accuracy @2.81%compared to the supervised classification accucécy
70.75% This is contrary to the common scenario in tdassification, where the supervised
classification system always performs much bett@ntthe lexicon-based classification. This
may be due to the very sparse feature space, dwithg length limit of tweets (140 characters).

9.3 Accuracy Comparison in Dataset 3

In the Travel reviewdataset, lexicon-based classification yielded@ugacy improvement &%
for the discourse model over simple bag-of-wordsdehoin thelexeme spaceln the SVM
classification, in thesense spaceunder a 2-class setting, the discourse systemewathian
accuracy oB8% compared t@6% accuracy of Balamuradt al. (2011). A similar feature set has
been used in both the models, which indicates tti@tperformance improvement is due to the
incorporation of discourse features in SVM.

9.4 Drawbacks

The lexicon-based classification suffers from teage of a generic lexicon in tlexeme spage
where it cannot distinguish between the varioussagrof a word. The lexicons do not have
entries for the interjections likewow, duh etc. which are strong indicators of sentiment. The
frequent spelling mistakes, abbreviations and slarsed in the tweets do not have entry in th
lexicons. For exampldpve andgreat are frequently written alsiv andgr8 respectively, which
will not be detected. A spell-checker may helpgistem in this regard.

The supervised system suffers from a sparse feapaee due to very short contexts. A concej
expansion approach, to expand the feature veatoay, prove to be useful. This is due to the
extensive world knowledge embedded in the tweets: €xample, the tweetHe is a
Frankensteih is tagged as objective. The knowledge tReankensteinis a negative concept is
not present in the lexicoihe IWSD algorithm for automatic sense annotatias &n F-Score of
70% which means many of the word-senses were wrotagged. In case a better WSD
algorithm is used, higher system accuracy can bewaed in the travel review dataset.

In the absence gbarsing and tagging information, due to the noisy nature of the tweéte
scope of the discourse marker has been heurigtitzéden till the sentence boundary or till the
next discourse marker. Consider the sentenceyahted to follow my dreams and ambitions
despite all the obstacles, but | did not succeblére wantandambitionwill get the polarity+2
each as they appear befodespite obstaclewill get a polarity-1 andnot succeedvill get a
polarity -2. Thus the overall polarity i$1, whereas the overall sentiment shouldnegative
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This is because we do not consider fiasitional importanceof a discourse marker in the
sentence and consider all the discourse markebe tequally important. A better method is tc
give a ranking to the discourse markers basede@ngbsitionalandpragmaticimportance.

10 FUTURE WORKS AND CONCLUSIONS

In this work, we showed that the incorporation cfcdurse markers in a bag-of-words mode
improves the sentiment classification accurac byl% This approach is particularly beneficial
for - 1) applications dealing with noisy text whe@rsingandtaggingdo not perform very well,
and 2) applications, requiring a fast response,tinfeere employing a heavy linguistic tool like
parsingwill be detrimental to its performance due to ithereased processing time.

Most of the works in micro-blogs, lik€witter, build on a bag-of-words model that ignores thi
discourse markers. We demonstrated an approachcurporate discourse information to
improve their performance, retaining the simpli@fithe bag-of-words model. We validated this
claim on two different datasets (manually and aatteally annotated) frorfwitter, where we
achieved an accuracy improvement 4% for lexicon-based classification over an existing
application (Joshét al, 2011), and 2% for supervised classification dherbaseline SVM with
advanced features. We also showed that our meted fvell for structured reviews as well,
where we achieved similar accuracy improvements Ba¢amurali et al, 2011.
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