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ABSTRACT

The easy-first non-directional dependency parser has demonstratedaitéagé over transition
based dependency pers which parse sentences from It right. This work investigates
easy-first method on Chinese POS tagging, dependency parsingogmdtggging and
dependency parsing. In particular, we generalize the easy-first depepdesicyg algorithm to a
general framework and apply this framework to Chinese POS taggindemethdency parsing.
We then propose the first joint tagging and dependency parsing alganittien the easy-first
framework. We train the joint model with both supervised objectivk additional loss which
only relatego one of the individual tasks (either tagging or parsing). Inwlaig, we can bias the
joint model towards the preferred task. Experimental results show ttiatHeotagger and the
parser achieve statwd-the-art accuracy and runs fagind our joint model achieves tagging
accuracy of 927 which is the best result reported so far.
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1 Introduction

To sequential labelling problems, such as POS tagging or incremental pdraidigpnal
approacks 1) decompose the input sequence into several individual items each of wil
corresponds to a token of the input sequence; 2) predict these itenfsxéu leftto-right (or
right-to-left) order (Collins 2002; Ratnaparkhi 1996). The drawback cffi $ixed order approach
is that when predicting one item, only the labels on the left side casebewhilethe labels on
the right side is still unavailable. (Goldberg and Elhadad, 2010) gedpdhe easy-first
dependency parsing algorithm to relax the fixed tieftight order and to incorporate more
structural features from both sides of the attachment .p@omparing with a deterministic
transition based parser which parses the sentende-tédtht, their deterministic easy-first parser
achieves significant better accuracy.

The key idea behind their parsing algorithnoiglways process the easy attachments in the ea
stages. The hard ones are delayed to late stages until more structural fealhatbéssates of the
attachment point are accessible so as to make more informed decisibis. work, we further
generalize the algorithm of (Goldberg and Elhadad, 2010) to a generangabjlabelling
framework. We apply this framework to Chinese POS tagginglapdndency parsing which has
never been studied under the easy-first framework before.

One characteristic of Chinese dependency parsing is that parsing pederrman be
dramatically affected by the quality of POS tags of the input sentenat &L, 2010). Recent
work (Li et al.,201Q Hatori et al., 2011Bohnet and Nivre, 2012) empirically verified that
solving POS tagging and dependency parsing jointly can boost tfeenpenceof both the two
tasks. To further improve tagging and parsing accuracy, wesalse the two tasks jointly.
While previous joint methods are either graph-based or transition-basedhatgantthis work
we propose the first joint tagging and dependency parsing algoritider uthe easy-first
framework. In addition, we also adopt a different training stratedgarn the model parameters.
Previous approaches all train their joint model with the objective ofmgirig the loss between
the reference and the predicted output. Those methods make no distinctieerbéte loss
causedby POS tagging and the loss caused by dependency pafsioggh such objectivesi
proper for minimizing the total losi,may not be optimal in terms of pursuing the best result of
certain individual task (neither tagging nor dependency parsinghid end our training method
also incorporates additional loss which relates to only one of the indiviaitks. And the losses
are iteratively optimized on the training set. In this way we can bigsititenodel towards the
preferred taskSimilar techniques have been used in parser domain adaptation (Hall et al., 2!
However, to our knowledge, no one has doneithjgint tagging and dependency parsing before

Experimental results show that under the easy-first framewodo @eterministictagger and
parser achieve quite promising performarieer Chinese POS tagging, the tagger achieves
accuracy of 93.84which is among the top Chinese taggers reported so far. Moretbeer,
tagging speed is about 2000 sentences per-second, much fastéretistatasf-the-art taggers
(Li et al., 2010; Hatori et al., 2011). For Chinese dependency pavdiey, the input sentence is
equipped with automatically assigned POS tags, the parser achieves arlathkduoek 0f77.66
and runs at the speed of more 300 sentences per second. Such acsusswyng the
stateef-the-art transition-based dependency parsers even those parsersaace@nith beam

1 On the same data set, the best tagger so far reported achieves an accuracy of 93.82. Joint methods yield higher
accuracy, but are not directly comparable.
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search (section 4). For joint tagging and dependency parsieg achieve significant
improvementon both the two sub-tasks. In particular, we achieve the tagging agmir@d 27
which is the highest score reported on the same data set so far.

2  Easy-First POStagging, dependency parsing and joint tagging and parsing

In this section, we first describe a generalized easy-first sequential labedlingwork. Then we
show how to apply this framework to the task of POS taggimydependency parsing. Finally,
we propose the joint POS tagging and dependency parsing algoritlemthis framework.

21 Generalized easy-first sequential labelling algorithm

For solving sequential labelling problems, the first step is to decontipes$eput sequence into a
list of small itemgy, t, ...,t,. The items are then labelled separately. This list of items is the in
of the generalized algorithm. In addition, the algorithm also requires a sekcafpecific labels
{l1, 15, ..., I} and alabelling function. Take POS tagging for exampiesorresponds to thieth
word of the input sentence and the label set corresponds to the set ¢tdd3OShelabelling
function associates a word with a certain POS tag.

The pseudo-code of the algorithm is shown in Algorithrimitially, all the itens are marked as
unprocessed (line 2). Then, the algorithm solves each of theoasgenl item by labelling t
with a suitable labdl After that,t is marked as processed. This process repeats until no items
unprocessed (line 3 to line 8).

One thing to note is that the small items are not processed,i.a to t,order. Instead, at each
step the algorithm automatically chooses an item-label pair according to a sfovitipn
score(t,l) (line 4). This function is not only responsible for selecting a corred v a
certain item but also responsible for determining the order in which efatie items are
processed. Ideally, the scoring function prefers to process easyiitéhe early stages and delay
the hard ones to late stages. When dealing with the hard ones, the latehiiaio built on both
sides of the current item become accessible. In this way, more edgorediction can be made
and the extent of error propagation can be limited (Goldberg and Elhad&), 20

Algorithm 1 is a generalization of the easy-first parsing algorithm of (GoldbedyEhadad,
2010. This generalized version can be naturally instantiated to a wide veappbéations.

2.2  Easy-first POStagging

In this section, we show how to instantiate algorithm 1 into a POS tafgeproblem of POS
tagging is to find a sequence of POS tags for the input sentence. Footiem,

e t; corresponds teth word,w;, of the input sentence.
e L correspondso the POS tag seBOS. We usex to denote a certain tag ROS.
e Thelabelling function,labdling”*{w;, x), setx as the POS tag of;

A concrete example of tagging the sentenddE/China Xt/to #houtside world Ji-ji/open F&
sPisteadily Hi{7/advancé (“Chinas opening up steadily advantpss shown in figure 1. The
challenging part of this sentencevis “FFJi/opening up, which can be either a VV (verb) or a
NN (noun). If we process this sentence in a tedftight order, the wordF¥ /5> would be quite
difficult. In the easy-first framework, this can be easily handlil the following steps.
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Algorithm 1: Generalized Easy-First Sequential Labelling
Input T=t, t, ...t;: @ sequence of items to be labelled
L={l, I, ..., I}: & set of task specific latel
labelling task specific labelling function
nProcessed < 0
seteach t; asunprocessed
repeat
(t_r l) « argmaXlEL,t.unprocessed=true$core (t: l)
labelling (£, I)
sett asprocessed
nProcessed « nProcessed + 1
until nProcessed [T|

OO Ul D WN P

Initially (step 0), all the six wow;, ...,ws are marked as unprocessé&hch step, the tagger
enumerates all possibler,(x) pairs and chooses the most confident one accotditige scoring
function. Since the word [E/China” always occurs as a NR (proper noun) in the training st
thus at the step 1¢1*[E”, NR) is selectedd and the tagger tagsf'[H” with NR. After this step,
“rf1[E” is marked aprocessed

At step 2, for thosenprocessed words, the taggee-computes the scores of all,(X) pairs based
on the local context, surrounding words and tags within a window selects the one with the
highest score to deal with. This tim&#k”, NN) is selected and the tagger tags” as a NN.
Similarly, at step 3, the tagger assigns tag P (preposition) to‘®dfd”. Step 4 and so on.

At the last step (step 6), the only unprocessed wowd,isJF-ji(”. Since for Chinesean adverb
alwaysprecede the verb which it modifies and succeeds the noun which isutfjecd. Therefore,
based on the following tags:AD andog:VV, the tagger can easily infer that the correct tag fc
“FFHC is NN. After“JFJ is tagged, all words are processed and the tagging procedure stof

We see algorithm 1 can be easily instantiated to POS tagging, a relatively tsishple the next
sections, we show how to apply algorithm 1 to more complicated tasks.

2.3  Easy-first dependency parsing

The easy-first dependency parsing algorithm was originally propgsé@@8didberg and Elhadad,
2010), we re-describe it here for completeness and also to illusmatelgorithm 1 can be
instantiated to dependency parsing.

Given an input sentence ofwords, the task of dependency parsing is: for each word, find

lexical head which it modifies. One exception is tiad word of the sentence which does not
modify any other word. All the others each modify exactly onedvesrd no one modifies itself.

For dependency parsing:

e t; corresponds toéth word,w;, of the input sentence.
e L corresponds$o an action seACT which contains three actionatfach_Leftattach_Right
set_Rook
Note for dependency parsing, each label corresponds to an action whidsigned to
manipulate a list of partial analyss..., p,, calledpending(Goldberg and Elhadad, 201@) re-

2 At each step, the selected item is boldfaced. The underlined items are those marked as processed.
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FIGURE 1 — A trace of easy-first tagger for sentencet [/ *t 4b FFi #25 Rif7” (“Chinas
opening up steadily advan¢gso; denotes the POS tag wf

-cords the dependency tree rootediadndp; is initialized withw;.

The main loop of easy-first dependency parsing is shown inefi@uEach step, the parser
computes the scores of all possibfe 6 pairs based on local context, surrounding parti
analysis within a window, and then selects the best foafieed to the labelling function,
labelling™”. Thenlabelling” performs the given action. In particulibelling (p;, attach_Left
setp; as the child of its left neighbour in the pending lisbelling™ (p;, attach_right setp; as
the child of its right neighbour in the pending list. After that, the seleptetial analysip is
marked as processed and removed from the pending list (line 7 to.line 8)

Since at each step, one partial analysis is removed from the pending lisy; aftersteps, the
pending list only contains one item, say whichis the dependency tree of the whole sentenc
In such satiation,pf, set_Roo} is enforced to be the only choice aatbelling™ (p,, set_Roox
sets the root gfi, which isw, as the head of the sentence.

An example of parsing the senterieB [E X} 4t JFit £225 A7 is shown in figure 3. At the
first step, ps, attach_Left) is selected and fed to tabelling®” function. Thelabelling function
setp; as the child of its left neighbows as shown in figure 2 (1p; is then removed from the
pending list. Note that, aftes is removedp, andp, become neighbours. The following steps ar
executed in a similar way except for step 6 where pglg left in the pending list. Thus, at step
6, (0s, Set_Roo} is the only choice. Thiabelling” function setsws, “Hi47” as the head of the
sentence. As all partial analysis are marked as processed, the parsing ptopsss
Headmodifier relationships can be directly read-off the dependency Tres.is, parent is the
head of its children.

SetnProcessed < 0

D1+ Pn < Wy, .. Wy

Set eachp; asunprocessed

repeat
(ﬁr d) < argmaXpEPending,aEACT score(p, a)
labelling®®? (p, @)
set p as processed,
remove p from pending
nProcessed < nProcessed + 1

0 until nProcessed [T|

= O 0N Ul WK -

FIGURE 2 — Main loop of easy-first parsing algorithm
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FIGURE 3 — A trace of easy-first parser for sentencel' & Xf 4 F Fab #i47” (“Chinas
opening up steadily advancgs

24  Theproposed easy-first joint POS tagging and dependency parsing method

In this section, we describe the joint tagging and dependency parsingdmétiob is under the
easy-first framework. Before we go into the details about the algqritmen thing should be
mentioned. That is, for dependency parsing, POS tag serves as indigp@rfsaimation (Li et
al., 2010). On the one hand, parsing barely based on bi-lexical feaiitinesit POS tags hurt
performance dramatically. On the other hand, if we tag the whotergenfirst and then do
dependency parsing, then syntactic features which are demonstratedftechiee for tagging
disambiguation cannot be utilized. In order to provide POS tagg/ftactic disambiguation and
provide syntactic features for tagging disambiguation, we add a simpleadongircontrol the
inference order: dependency relationships can only be extracted betweeagtyeal words.
Under such constraint, we can guarantee that at least POS tags for thenmadsofrom which
dependency relation is to be extracted are already available. Also, syntactie taatbe utilize-

1 SetnProcessed < 0,
P1y - Pn < Wi, Wy
Set eachp; asunprocessed
repeat
Initialize valid
(P, 1) < argmaxy, iyevatia Score(p, 1)
labelling’°™t (p, 1)
if (I € ACT)
9 Set p as processed,
10 remove p from pending
11 nProcessed < nProcessed + 1
12 until nProcessed [T|

O U WN

FIGURE 4 — Main part of the joint tagging and dependency parsing algorithm
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(0) piX pash psdFiK
(1) valid set{ps, P), @1, NN), (02, P), @2, NN),(ps, P), (ps, NN)}
pﬁX‘J‘_P pziﬁl‘ P3Iﬂ:‘)ﬂ

(2) valid set:{(p2 P), (2 NN),(ps, P), (3, NN)}
prX_P pzAb NN ps Il

(3) valid set:{(p,, attach_right), f§,, attach_left) 3, P), (s, NN)}
piX_P ps Il

p:Ah_NN
4)

FIGURES — A trace of easy-first joint tagging and parsing“fét 4+ "

-d to process the untagged words. Under such constraint, the joint noatinbe constructed by a
simple combination of easy-first POS tagging and easy-first dependarsiygp

Similar to previous tasks, for the joint tagkstill corresponds to theth word of the input
sentencav;. Pending list is also used to record the partial dependency tree structuedabdh
set of the joint task is the union &0S and ACT. The labelling function of the joint task,
labelling®™, behaves differently on the two typeilabels. Particularlylabelling™™ (p;, x) calls

labellind™®® (w;, X) which associates, the root ofp,, with POSag x. labellind®™ (p;, a) calls

labelling”®® (p;, a) which performs actioa onp.

The main part of the joint method is shown in figure 4. Note tioakatisfy the constrain
described above, at the beginning of each steplid set of , I) pairs are initialized (line 5).
For the partial analysip, if its root word is not yet tagged, onlp, (x) are considered as valid
wherex is a certain POS taghis enforces that partial analysis must be tagged firstpRuanich
is already tagged, if its neighbour is also tagged, then attaches are alloweérbéte two
neighbours.

After initializing the valid set, the joint algorithm computes scores of thel)( pairs from the
valid set. Then the one with the highest score is selected and be Ifgeling®™ A partial
analysisp is marked as processed only wireis attached to its neighbours or be set as the root
the sentence (line 8 to linkl). Figure 5 gives a toy example of the joint tagging and parsii
procedure. Thealid set of each step is also shown in the figure. For simplickysuppose that
the POS tag set only contains two tags NN (noun) and P (prepasition)

In summary, the key idea behind easy-first method is to alwaysse the easy items to process
The degree of easy or hard is determined by the scoring functitime Imext section, we show
how to learn the scoring function from training data.
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3 Training

The scoring functions used in this work are all based on a linear model.
score(t,l) =w- @(t,1)

Here, W is the modek parameter or weight vector angl(¢, ) is the feature vector extracted
from (¢, 1) pair. In this section, we first describe a general training algorithm whichecased to
train models for all the tasks mentioned above and then introduce our traieihgdmvhich is
specially designed for the joint model.

3.1 Easy-first training

The generalized easy-first training algorithm is shown in algorithmhh is based on the
structured perceptron. Starting from a zero weight vether training process makeasveral
iterations through the training set. Each iteration, algorithm 2 is utitizguocess the training
instances. A training instance consists of a sequence of Ti¢éogether with its gold referende
Here, R takes different formén different tasks. For example, in POS taggiRgs the gold tag
sequence of the input sentence. In dependency paksiadghe gold dependency tree of the inpu
sentene.

When 1) is not compatiblg with R, the training algorithm updates the current parameter
punishing the features fired in the chos&n)(pair and rewarding the features fired in thel)
pair which is compatible witR. The algorithm will then move on to the next instance. Note th
there might be more than one such pair that are compatibléwitbr example, for figure 1 step
(2), (wo, P), (vs, NN), (w4 NN), (ws, AD) and (s, VV) are all compatible with the gold tag
sequenceThus, at the beginning of each steppmpatible set of € [) pairs are initialized and

Algorithm 2: Easy-First Training
Input T: t1,...,tn, R gold reference off, labelling: task specific function
L:{ ..., L}, w:feature weight vector, isAllowed: task specific function
Output  w: feature weight vector
nProcessed « 0
seteach t; asunprocessed
repeat
compatible < {(t,1)|isAllowed(t, 1, R) ¢ state=unprocessed,ict. = true}
(Ev l) « argmaXlEL,t.state=unpracessedScore(tv l)
if (£,1) € compatible
labelling(f, l_),
t.state « processed,
nProcessed <« nProcessed + 1
10 else
11 & 1) « argmax pegoraanoweascore(t,l)
12 Wewt+ oD, Wew- o@D
13 break
14  until nProcessed = |T|
15  return w

O 00 N0 Ul WN =

3 A (t ) pair is compatible with R means that in R, t is labelled with .
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the one with the highest score is chosen to boost (Goldberg anda&lh2@10). Function
isAllowed is used to check whether a candidatd) (pair belongs to theompatible set (line 4).
Similar to thelabelling function,isAllowed can be easily instantiated for different tasks. For PC
tagging,isAllowed”°® (w;, x, R) checks whethex is the gold tag ofv.. For dependency parsing,
isAllowed”® (p;, a, R checks:

o Whether allp;’s children supposed by the gold dependency tree has already attaghed to
o Whether actiora attache; to the correct partial analysis.
For joint POS tagging and dependency parsfjlowed’®™ behaves differently according to the
types of labels:
o isAllowed”™ (p;, x, R) returnsisAllowed™% (w;, x, R).
o isAllowed”™ (p;, a, R) returnsisAllowed® (p;, a, R).

3.2  Training with additional loss

Algorithm 2 is a variant of the structured perceptron algorithm. Thectize is to minimize the
loss #(R, R), usually hamming loss (Daumé Il et al., 2p08etween gold referenc® and the
predicted outputR. Whenever there is a positive loss, parameters are updated. For PO, tac
algorithm 2 minimizes¢?95 (RP9S, RP9S) where RP%S and RP%S are predicted and gold tag
sequence respectively. For dependency parsing, algorithm 2 mini#fi#&&P°?, RP¢?) where
RPe? and RP¢? are predicted and gold dependency tree, respectively.

For the joint task, algorithm 2 minimize&/°t(< RPOS RPeP > < RPOS RPeP >) where<
RPOS,RPeP > denotes the pair of predicted tag sequence and dependency tree. Suab luss
distinction between tagging and parsing: either tagging error oingaesror will lead to
non-zero loss and parameters are updated. This loss may not dptierahs of achieving the
best result of the individual tasks.

Inspired by (Hall et al., 2011), we slightly modify algorithm 2 tcoirporate additional loss
which only relates to one of the individual tasks so as to train therjmdel towards the that
task. Algorithm 3 shows the pseudo-code. The basic idea is that at eatibritef the training
process, one of the three loss@8% ,£PeP, p/ointy is selected and parameters are updatsmb

Algorithm 3: Training with additional loss for joint POS tagging and parsing

Input T:wy,..., w,, Rgold reference ofT, labelling/o™t, Lot W,
isAllowed™™,  £: which can be eithe¢”%S or £PeP or ¢/oint,

Output  w: feature weight vector

1 SetnProcessed < 0, py,..pp < Wy, ...Wy

2 Set eachp; asunprocessed

3 repeat

4 Initialize valid

5 compatible « {(p,1)|isAllowed’*™ (p, ) (pD)evatia = true}

6 if (€= ¢79)

7 compatible < compatible U {(p,1)|(p,1) € valid Al € ACT}
8 if (£ = ¢PeP)

9 compatible « compatible U {(p,1)|(p,1) € valid Al € POS}
10 (0, 1) < argmax, peatiascore(, 1)

11 if (p,1) € compatible

12 (the following are exactly the same as algorithm 2)
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-rdingly: if £/°i"t is selected, then both tagging and parsing error cause parameter upda
£P%S is selected, then only tagging errors can cause parameter updistecali be done by
adding all valid attach actions to thempatible set regardless whether those actions are inde
compatible with the gold reference (line 6 to line 7); F8f?, only parsing errors cause
parameter update which can be achieved similar to the ca&&af

4 Experiments

To make comparison with previous works, we use Penn ChinedeahieB.1 (CTB5) (Xue et al.,
2005) to evaluate our method. We use the standard split of CTB5 as eesorifuan et al.,
2007): section 008415 and 1001-1136 are used as training set, section 886-931 and 11348
are used as development set, section 816-885 and 1137-1147 are usedeasHestd finding
rules of (Zhang and Clark 2008b) are used to convert the constitees into dependency trees.
An Intel Core i7 870 2.93 GHz machine is used for evaluation. For P@®Bdaand dependency
parsing, the number of training iterations are selected according to thedsnperformance on
the development set. The model which achieves the highest score on ¢hepaent set is
selected to run on the test set.

41 POStagging

Following Zhang and Clark (2008a), in the experiments, we also use andigtito limit the
number of candidate tags for each word. That is, for a word vaddcbrs more tham times in
the training data, the tagger only considers the POS dagecurred with that word in the
training data. We found 6 to be the optimal vaduethe development set. The feature template
we used in the experiments are shown in tabl@&C08 denotes the features templates o
(zZhang and Clark, 2008a) which include uni-gram and bi-gramedisas some character basec
features. In addition t@&C08, we also incorporatéi-directional POS tag features and the
resulted feature set is denoted by featureB&et For feature seOP, we include some order
preference features with the goal to signal to the tagger that some wantislshdelayed to late
stages until more surrounding tags are available and more informéctipredan be made.

Table 2 shows the performance for different feature set and als® gfistenf-the-art results on
the same data setLi-10” denotes the performance of the tagger of (Li et al., 2010) a
Hatori-11 denotes the performance of the tagger of (Hatori et al., 2011)tabten2, we can see

Feature sets \ Tagging Feature Templates

Z&C08 o Wi, WiWag, WiwWig, FC(w), LC(w), TS(FC(w)),
TS(LC(W)), Cu(w) (n=2...len(w;) -1), LC(W.1)WiFC(Wy 1),
FCW)Co(w) (n=2...len(w) ), LC(W)Cyh(w) (n=1...len(w) -1),
Co(wi)  (if Co(w)) =Crea(W)),  tag., tagatag.,

BD Z&CO08 +tag,;, tag.itag.p, tagitag.:

OP?°S  BD +wtagged;, wtagged;, wtagged, wtagged,
itaggedotagged;, wtaggegitagged.,, witagged. tagged,

TABLE 1 - Feature templates for easy-first POS tagging. Medenotes théth word of the
input sentenceag denotes the POS tagwf, FC(w;)/LC(w;) denotes the first/last charactenef
Cn(w;) is then-th character ofv,, TS(c) is the POS tag set that co-occurred with charadtethe

dictionary.tagged denotes whethew, has already been tagged
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Development Set Test Set
Total Seen Unseen Total Seen Unseen
Z&C08 93.58 9459 77.16 93.36 94.22 80.49 3001

Feature Sets Speed

BD 93.85 9498 7565 93.68 9453 80.83 2733
OoP 94.05 9513 76.65 09384 9473 80.49 2070
Li-10 - - - 93.51 9436 80.78 292
Hatori-11 ~ 94.15 - — 93.82 — — 210

TABLE 2 - POS tagging performance

that bi-directional features are effective for improving tagging perfocmawith bi-directional
features, the tagger achieves the accuracy of 93.68 which is higherith@rahd slightly lower
than Hatori-11. By incorporating order preference features, taggingaagcincreases to 93.84
better than both Li-10 and Hatori-11. Moreover, rather than using Viberbeam search, our
easy-first tagger is deterministic which is easy to implement andimumigh speed, more than
2000 sentence per second.

4.2 Dependency parsing

We use root accuracy, complete match rate and word accuracy or depeacemracy to evalu-
ate the parsés performance. Feature templates for easy-first dependency parsirgpareis
table 3.G&E10 denotes the feature templates used in (Goldberg and Elhadad, 2016pmwéh
modification: the feature templates in the last ronG&E10 were originally designed to deal
with English PP attachment ambiguity. Those templates are limited to benigaghen

Feature setsl Parsing Feature Templates

G&E10 |[for p in pi.p, Pia, Pis Pie 1, Pis 2 Piv 3+ l€N(P), NS(P)

for p g in(pi.2, Pi-a). (Pi-1, P1), (i, Pis 1), (Pix 1, Piv 2), (Pia 2, Pix3): dis(, 9), disp, gtagtag,
for p in pi., Pi.1, Pis Pix 1, Pi+ 2 Pis 3: tag, W, taglc, tagrc, taglcpre,

for p q in(pi, Pi2),Pi1 P).(Pi Pis )i (Pi-1s Piv2)u(Piv1, Piv2): tagptag, tagtagylcyley, wowg,
tagWwg, Witag, tagtaglcyrcy, tagtagrclcy, tagtagrce,rcg

Whpi-1Whil Cpis tagi.1 Wil CWpi, Wpi.1Wpis 11 Cpi 1, tagyi1Wpir 1 CWpis 1, WpiWpis 1F Cpis 1
1ta GpiWpis 1 CWpis 1, Wopi 1Wipie 21 Cpie 20 £ G Wi 2F CWosie 2, WpiWopi oF Cpie 2, 18 G 1 Wi 2F CWhie 2
VTTP®P lfor p in piza, Pis Piv Pres Pzt WMI(P) , Wovr(p), tagvi(p), tagwr(p), roCw, IaGp,
lew,, 16y, taglc, rey

tagitagiitag,, tagiitagitag.:, tagitagitag.

OPP=P ffor p, g in (01, Pr.0). (B Pi-2), (B1, Pre (B, Pis 2), (03, Pres):Wo (), tagyno(a), tagtagnc(q),

for p, @, rin (pi, Pia, Pi2).(Pis Pias Pir 1), (P Pir 1, Pis2): WpnE(Q) NC(r), tagine(q) nc(r)

TABLE 3- Feature template used for dependency parsing. For a partial dependepcietig?
is the number of words in. nc(p) denotes whether is a leaf nodew, andtag, denotep’s root
word and the POS tag pfs root word, respectivelycy/rc, denote the POS tag pfs left/right
most child.lcwy/rcw, denotes the word form @fs left/right most childl,cy/r.c, denote the POS
tag ofp’s second left/right most chilthcw,/r,cw, denotes the word form @fs second left/right

most child

4 Since experiments in this work and that in the other work are carried on different machines, speed is for
reference only.
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H&S Z&N |H&S-H Z&N-H |Li-O2 Li-O3| G&E10 VIT OP
GoldPOY Word | 85.20 86.00| 85.12 85.96 | 86.18 86.00| 84.62 85.18 85.22
Root | 78.32 - 78.30 80.87 | 78.58 77.59| 74.70 75.38 75.48
Compl| 33.72 36.90| 32.77 35.03 | 34.07 34.02| 36.12 36.27 36.80

Tag Accuracy| - - 93.82 93.51 93.84
AutoPOY Word | - - 77.13 7804 - - 77.45 77.64 77.66
Root | - - 72.49 7555 - - 68.50 68.92 68.35
Compl| - - 25.13 26.07 - - 28.89 28.19 28.45
J-N |Word| - - - - 79.03 79.29 | 78.43 78.73 78.87
Root | - - - - 7470 74.65| 67.14 68.29 68.50
Compl| - - - - 27.19 27.24| 28.98 29.34 29.29
Speed - - 32.7 9 5.8 2 391 385 355

TABLE 4 - Parsing performance. H&8 and Z&N-11 denote parsers in Huang and Sagae (20:
and Zhang and Nirve (2011), respectively. H&S-H and Z&Nenote Hatori et al., (201%)
re-implementation of H&S-10 and Z&N4, respectively. Lit0-02/03 denotes thé3 graph
based model of Li et al., (2010)

either tag, or tag,,, Or tag,, . is a preposition. For Chinese, PP attachment ambiguity is not
prevalent as that of English (Huang et al., 2009) and we foundsbahese features without any
limitation yields better result3/TT includes valence features, tri-gram features and third orc
features which were proved useful for transition based parsers (Zhdrgivre, 2011). FoDP,
some additional order preference feature templates are added.

Parsing results are shown in tableé‘@oldPOS denotes the input with gold standard POS ta(
“AutoPOS denotes that the training set are assigned with gold standard POS tag while th
set are tagged by our easy-first taggdfN” denotes that we use 10-fold Jack-Nifing to train th
model. “Tag Accuracy denotes the test set tagging accuracy. From table 4awseee that
valence and tri-gram features are also effective for easy-first pdfeerGoldPOS, word
accuacy boosted from 84.62 to 85.18. For AutoPOS and J-N, woodiracy also increased
about 0.2 and 0.3 point, respectively. Order preference features areeffectise as it were for
tagging. After adding these features, parsing performance rarely changertea®oe might be
that some of the features G&E10 already capture order information and the order preferen
features list in table 3 redundant to some degree. Comparing withstatesf-the-art parsers on
this data set, the performance of the easy-first parser is still lowisrnfay due to the fact that
our parser is greedy, thus more vulnerable to error propagatteredtingly, for AutoPOS and
J-N, the easy-first parser achieves the highest complete match rateis Tuasistent with
(Goldberg and Elhadad, 201®@ne thing should be mentioned is that, deésrministiceasy-first
parser is both easy to implement and runs very fast, more thaet&dhces per second.

4.3  Joint tagging and parsing

Similar to (Hatori et al., 2011), for the joint task, we choose the modehwvgerforms the best
on the development set in terms of word accuracy to run on theetegtesture templates for
joint POS tagging and dependency parsing are shown in tafleeSeature set is the union of
the feature set used for POS tagging and the feature set used foreteygratsing. Besides)-
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Feature sets| Feature templates for Joint tagging and parsing
Syﬂ ndp\»l) Wpii nc(pi»l) ta.gpi_l nc(pi+l) Wpiss nc(pH-l) tagpi“ nc(pi»l)Wi ta.gpi_l ’
nc(p\-l)Winl,lv nc(p..2) tagy,_, lCPi—1 no(pi.2) tagy, ,TCp,_, nc(pi l)WitagpiH
no(pi YWiwp,,, NP 1) tagp,,, lep,,,  NC(Pivd) tagp,,, 7Cpy,,
WTJulnt Syn + WTDEP+ OPDOS

Table 5 Feature templates for joint POS tagging and dependency parsing.

-spired by (Hatori et al., 2011), we also incorporate some syntacticefedhat aim to improve
tagging accuracy and theses features are denotgghby

Table 6 shows the results for the joint model with different lossesinBapgrformance,
especially word level accuracy, is largely affected by the different Etiags. When training
the joint model with a single los#/°"t, word level accuracy is 79.12. When training with
plointand ¢Parsing  word level accuracy increased to 79.91. These results demonstrateutha
training method can bias the joint model towards the desired task. Howwewee try different
losses, tagging accuracy rarely changes. This may because that thg taguiracy is already
very high and it is quite difficult to achieve further improvement.

Comparing with previous results on joint POS tagging and dependemsingy our method
achieves the best result in terms of complete match rate and POS taggimgyacine word
accuracy is still below the best result. This may due to the fact thajoimtirdecoder is
deterministic thus suffers more from error propagation comparitiy vam search based or
dynamic programming based decoders. However, our joint methodlsa be enhanced with
beam search and we leave it to future work.

Model loses POS | Word | Root | Compl| Speed
ploint 94.25 | 79.12| 72.02| 30.66 | 70+
Joint | Joint pParsing| 94 26 | 79.91 | 72.81| 30.76 | 70+
ploint pPOS | 427" | 79.04 | 71.44| 30.29 | 70+
Pipeline - 93.84| 78.73 | 68.29| 29.34
Other Methods POS | Word | Root | Compl| Speed
B&N-12 93.24| 81.42| - - -
Li-10-V1-02 93.08| 80.74| 75.80| 28.24| 1.7
Li-10-vV2-03 92.80| 80.79| 75.84| 29.11| 0.3
Z&N-Hatori 93.94| 81.33 | 77.92 | 29.90| 1.5
H&S-Hatori 94.01| 79.83| 73.86| 27.85| 9.5

TABLE 6— Joint tagging and parsing results. B&N-12 denotes the result of (Bohnklivard
2012).Li-10-V1-02 andLi-10-V2-O3 denote results from (Li et al., 2010). Z&N-Hatori and
H&S-Hatori denote resultsdm (Hatori et al., 2011)“> denotes statistical significant (p < 8.0
by MeNemar’s test) comparing with the pipeline method.

5 Comparing with easy-first tagger, the joint model does better at disambiguiting NN-VV, DEC-DEG while poorer at
JJ-NN. This result is similar to previous result (Hatori et al, 2011). For limited space, we omit the confusion matrix.
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5 Related Work

The easy-first dependency parsing algorithm was first proposed gb@o and Elhadad, 2010),
they applied the algorithm to English dependency parsing and byirmdomiresults with
transition based parser and graph based parser,otidte-art performancés achieved. This
work is a generalization to their algorithm, and we applied the generalized atgtwitBhinese
POS tagging and dependency parsing and also achieves good results ioftbath speed and
accuracy. We also proposed the first easy-first joint tagging and gaasgorithm. B
incorporating additional loss during training, our method achieves the bestgtamgruracy
reported so far. Shen et al. (2007) proposed a bi-directional POS gagjgiorithm which
achieves statef-the-art accuracy on English POS tagging. Comparing to their method
tagging algorithm in this paper is much simpler and we are the firgsg¢oorder preference
features in POS tagging. Also this is the first work that applies easydiging on Chinese.

For joint POS tagging and (unlabelled, projective) dependency parsiatali(2010) proposed
the first graph based algorithm. Lee et al. (2011) proposed a graphical tmamlve the joint
problem. Hatori et al. (2011) proposed the first transition based algor@bimet and Nivre
(2012) extended Hatori et al. (2011) to labelled non-projective depengemsing. Different
from the works talked above, our method is based on the essjrdmework. In addition, all
previous joint methods optimize a single loss in the training phade whiare the first to train
the joint model with additional loss.

Hall et al. (2011) proposed the augmented-loss training for depengansgr that aims at
adapting the parser to other domains or to downstream tasks such asoM€ring. They
extended structured perceptron with multiple ézs=ach of which is associated with an externe
training set. Our method is directly inspired by Hall et al. (20/b)wvever, rather than domain
adaptation, our method ainad training the joint model to pursue the best result of one of t
individual task. Moreover, our method optimizes all loss on a single tgedein

6 Conclusion

In this paper, we generalize the method of (Goldberg and Elhadd®), tB0d general framework
and apply the framework to Chinese POS tagging and dependencygp¥/simlso proposed the
first joint tagging and dependency parsing algorithm under the gasyrémework. We show
that by using order preference features, an easy-first POS tagger can duhistateof-the-art
accuracy. We show a deterministic easy-first parser can surpasaniGon-based parser when
the input is associated with automatically generated Wgslso illustrate that by incorporating
additional loss in the training process, we can bias the joint model tothardssired task.
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