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ABSTRACT

Online $oppers depend austomer reviews when evaluating produatservices However,in
the international onlinemarketplace reviews in a user’s language may not be available
Translation of online customer reviews is thereforéngwortant service. Arucialaspect othis
task is translating opinion words, key words that capture rthgewers’sentiments.This is
challengingbecause opinion wordstenhave multiple translation$Ve propose an unsupervised
opinion word translatio disambiguation scoring method ing dependency distance and
featureopinionassociatioras weighting factors. The scores of an opinion word’s translation &
its surrounding words’ translations are estimated using Google snipp&tsfocus on
Japanes€hinesetranslation of hotel reviesfrom Rakutan Travel, usindi¢ 10 most common
polysemous Japanese opinion words to evalstgtem performance.Results show our
weighting factors significantly improve translation accuremypared to Googland Excite
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1 Introduction

The development of Web 2as made it easier fointernet users tgost their reviews or
comments about products or servicesstmicturedwebsites Online shoppers are increasingly
likely to look atthese reviewbefore deciding on purchas. In recent years, the research field o
sentiment analysis has focused on analyzing this form of textfieanation particularly
opinions or sentimenexpressed binternet users.

However, given the international naturetb®é web andonline shopping, opinions in a user’s
mother language may not be available. Translation of online custaviews is therefore an
important service sought after iramy narkets.A crucial aspecdbf customer review translatios
translating opinion words, key words that capture the sentiméngsesent, machine translation
(MT) systems can translate whole sentermresven complete paragraphEhisnot a trivial task
however,because opinion words usually have multiple possible translatshtha MT systems
have low accuracgn polysemous wordéCarpuat & Wu, 2006

This paper proposes @& unsupervisedmethod of selecing the most appropriate Chinese
translation ér anopinion word in a givedapanessentenceCandidate translatiorare retrieved
from abilingual dictionary. Consider éfollowing Japanessentence:
BEGHERRELEBVICREERELL I ENTEFEL .,
(I was able tenjoya nice meal witta beautiful night view).
The target opinion word&# hasthree candidatéranslations:;& 2 (beautiful), 7% (clean),
andi# ¥_(clear)in ChineselIn this example the most appropriate translati@# % (beautiful).
This disambiguation problem is known as Word Translation Disamtigu@VTD).

One way ¢ solve tle WTD problem isto calculae the sum ofassociation scoresf pairs among
translation ofthe target wordand all its surrounding words’ trdasons, and then select the one
with the highest score. Howevsincethe different surrounding words have differantounts of
influence on the target word,is necessary tadd some weighting factors (e.g., word distance
Since our goal is disambiguating opinion words in opinionated sentenepsothuct featuregor
aspect expressionshouldhave direct influencen translationselection In the above example,

&= (night view) and®3E (mea) are product featurethe formerhavingthe greatest influence
on theopinion wordf% 2 (beautiful).

Our proposedunsupervised opinion word translation disambiguation scoring methadtiise
dependency distance and featapenion associationas weighting factors. The scores of ar
opinion word’s translation and its surrounding words’ translations dimmated using Google
search snippets. In our experiments, we focusedpimon wordtranslation of hotel reviesv
from Japanese ttraditional Chinese. From a dataset of hotel reviews compiled from Rakut
Travel, we selected the td® most common polysemous Japanese opinion words to evaluate
performance of our system. The results show that our weighting fatéwes significany
improved translation accuracy. Compared to Google Translate and #an#ation systeprour
system can translate opinions more accurately, which could be a boon if@s€lonline
shoppers seeking accommodations in Japan.

The remainder of this papes brganized as follows: 8&on 2 introduces some related work
while Section3 describes our proposed method in defHile experimental results ageven in
Sectiond. Theerror analysis discussed $ection5. Finally, conclusion gives in the last section
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2 Related Work

In this section, we introduce some previous works relatedrtanethod.

Word translation disambiguation (WTOMarsi, Lynum, Bugum, & Gambéck, 2031 also
called crosslingual word sense disambiguatiq€L-WSD), which is the task of selecting the
most appropriate translation of a polysemous word in a given coffiteisttask can be seen as ¢
specialvariantof WSD.

The bestknown open task in this specialty is thultilingual Lexical Sample/CIWSD task
held by the Sermval/SemEval workshogChklovski, Mihalcea, Pedersen, & Purandare)£
Jin, Wu, & Yu, 2007 Lefever & Hoste, 2010 This task provides a framework for the evaluatiol
of systems that perform machine translation, wiflocuson the translation of ambiguous words.
Unlike in other lexical sample taskthe sense inventorfpr CL-WSD is the set of translations
from a bilingual dictionary or a parallel corpus instead of hudefined sense labels.

There have been severaiidiesthat use crosdingual evidence to deal with the WSD probtem
(Chan & Ng, 2005Chklovski et al., 2004Ng, Wang, & Chan, 20Q03These approaches rely on
large parallel corpora to train a WSD classifier. However, for some lgegpairs (e.g.,
Japanes€hinese), such corpora are not available. To overcorseptbblen, Dagan and lItai
(1999 usal a bilingual lexicon and statistical data from a monolingual corpiuthe target
language for disambiguatiorTsunakawa and Kaji (2010Oproposed a method fousing a
bilingual dictionary witha correlation matrixo select an appropriate translation word. An ifem
thematrix is the correlation score between associated words and cartdidatatiors.

The Web is increasinglybeing used as a data source in a wide range of natural langu:
procesing tasks including WSDLiu and Zhao (2009 presenteda fully unsupervised WTD
method which selects the maximum sum of Web Biled Relatedness (WBR) between
translation and all context words. The WBR is calculated by four assocraeasures based on
mixedlanguage webpage courftem the Baidu search engine. Their WBR modeitperformed
the best unsuperviseBemEval2007 paricipant systemin the Multilingual ChineseEnglish
Lexical Sample Task. Another work usitite Web asa knowledgeresource iqLiu, Xue, Li, &
Liu, 2010, which isbased on minimum Normalized Google Distance and also outperformed
best unsupervised participant system in Semg0ar.

Most of these studiesise thecorpusstatistics to measuré¢ associatiofetween a candidate
translationand its context word® disambiguat polysemous words. They tend to consitlert
all context words havequalinfluence on a target word. However, since our work is a spec
case of WTD that focuses on tsdating polysemous opinion wasdor a given opinionated
sentencewe need give more weight to words that are closely related to opimiaswsuch as
the productfeatures.

3 Opinion Word Translation Disambiguation

In this section, we introduce our methaa $electing the translation afgivenopinion word ina
sentence The procedureconsists of six parts:1) related word extraction,2) related word
translation, 8) translation corpus4j Japanese dependency analySi rélated producteature
identification and 6) word translationdisambiguationscoring method The procedures are
describedn detail in the followingsections
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For related word extraction, we apply Japanese compound corohimatés to extract nearby
words related to the target worBihen, the extracted related words are translated from Japar
to Chinese by our dictionatyased system, which uses an online bilingual dictionary. T
translation corpus is compiled from snippets returned by Google S&arabtain dependency
distance among the target word and related words, we feed the given sentenaelaganese
dependency analyzer. We also identify all product features appearing in thesghtence and
estimate the association between the target word and each feature. fieaflisambiguation
scoring methodalculate scores for each candidate translation to determine the apprapréate

3.1 Related Word Extraction

We use the following procedure to extract nearby woettted tothe target word: First, the test
sentences are analyzed by a Japanesepapeech (POS) and morphological analyzer, MeCs
(Kudo, 200%. The MeCab output contains not only the segmented words with POS tajsdou
detailed information on th&atsuyouform, root form, and pronunciation of each word. The
katsuyous the inflection of thggougen(a verb, an adjectiver@n auxiliary verb). According to
its tense and voice, th@ugenmay have different inflectiongor example, 328k L L (delicious)
should inflect to3ERBk LA o7z in the past tense angElk L < Z LY (not delicious) in the
negative. However, dictionaries usually do not include all thesectidhs. So we use the root
forms instead of the original segmented words in subsequent pnocsteps.

In addition, we found one difficulty using MeCabue to the annotation standards of its
training corpus, MeCab sometimes treats one compound or loanword as manyemesph
For exampe, f€3% 8 (staff) is separated ingf 2 (work) and& (member), ad the loanword
IV k352X (entrance) is separated in (dollar) and k5 > X (transformer). In both
cases, the original meaning is lost. To solve this problem, we applyapanese compound
combination ruleshown inTABLE 1. Most of these morphological rules are based on POS ta
For example, a compound adjecti{@mad) is composed of aerb (main followed by an
adjective(sub.

noun— nourtverbal | nourcommon | nowpropermisc
prefix — prefix-nominal
suffix— nounsuffix-misc
noun'— noun'+ noun
| noun+ noun
comnoun— prefix + noun+ suffix
| prefix + noun’
| noun+ suffix
| noun'+ suffix
| noun’
comadj— verb-main + adjectivesub
location — noun-properplacemisc + noursuffix-place
comword— comnour] comadj| location

comadj compound adject&/
comnouncompound noun
comword compound word

TABLE 1 —Japanese Compound Combination Rules
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Finally, we filter out irrelevant words using a list of stop words. Ftbenremaining words, we
retain only adjectives, verbs and nouns with the following R@$ &s shown iTABLE 2.

Type POS tags
adjective  adjectivemain, adjectivesuffix, adjectivesub
verb verb-main

nounverbal nouncommon nounadjectivebase nounpropermisc

noun o
nounproperorganization

TABLE 2 —The list of POS tags for retainedrds

3.2 Related Word Trandation

The extracted related words are translated by our dictidvesgd system, which uses the
Sanseido Japane&hinese dictionary Japanese words are input and Chinese translations
output. Given a Japanese wavgd all translations o#; in the dictionary are regarded as potentig
translations. The Sanseido dictionary includes a total of 28,000 esmtiderovides the majority
of Chinese translations for this study. Few related words that do not appear irsttictionar,
we use results from Google Translate.

Since the Sanseido dictionary’s Chinese translations are in simplfimese, our system must
convert the output to traditional Chinese characters. Direct conversiablbyldokup may result
in mistranslationsisce the usage of some terms is quite different in mainland China and Taiv
We use a mapping table of common synonymous words provideghimaBiz? to improve
conversion accuracy.

One translation difficulty that is often encountered in inforstgle online user reviews is
varying use of common words or expressions. For example, the WaId.\ (very) can be
expressed by thairaganaterms 3" Z—L\ (terrible) or 9~ > Z L\ (terrific) and thekatakana
term X 34 (amazing).lkeda, Yanagihara, Matsumoto, and Takishima (200@posed a
normalization algorithnto redue the number of variant expressions. We apply some of thi
conversion rules to improve the recall of our tramstatsystem. For exampléf words are
written in all katakana(e.g., X 3, the above exampleit may imply emphatic use. In this
case we convertthe wordsto hiraganale.g., 2 34 — 3 ZLY). In polite usage, the honorific
prefixes €.9., &, =, and fil) areused inwords such asBSF L (toilet). In these casesve
remove tle prefixes (e.g, BF LY — Fikly).

3.3 Trandation Corpus

We compiled our translation corpus from snippets returned by GooglehSfearconjunctive
queries of word pairs. These snippets provide useful clues related serantic relations that
exist between two words.irBt, we take Chinese word pairs in which one word is aidatel
translation of the target word and the other is a translation of a related T\hen, we submit
each word pair joined by the Boolean operator “AND” to Go&glarch and collect the first 60
snippets for our text corpus.

1 http://www.excite.co.jp/dictionary/japanese_chinese/
2 http://www.chinabiz.org.tw/
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3.4 Japanese Dependency Analysis

In order to obtain the dependency distance between the target woadrelated word, we use
CaboCha, a Japanese dependency structure analyzer based on Support Vectes VB¢Ms)
and the masaccurate publicly available system to datéth a reported accuracy of 89.29%
(Kudo & Matsumoto, 2002 CaboChauses a parsing algorithm based on the Cascaded Chunk
Model.

e

HEED i) B RE BHAWLTY !
(of the room) (of the lighting)| [ (the illumination (very) (is bright)

FIGURE 1 —An example of Japanese dependency parsing

The basic syntactic unit used in Japanese parsitig lsunsetsuwhich consists of one or more
words followed by either nothing or fution words such as particles and auxiliary verbs
FIGURE 1 shows an example of Japanese dependency pdosiagsentencds 582 D BB D IR
EIXKEBRSLTY ! (The illumination of the lighting of the room is very brightlh this
example sentence, we first find the last node which contains the veogeff 4 L (bright).
Then we calculate all dependency distances from other nodes which corekited word. For
example, the distance from the target word’s node to the third node aogtdia related word
HEFE (illumination) is one and the distance to the second node cont&®@RBdlighting) is two.

3.5 Related Product Feature I dentification

In opinionated sentences, opinion words often describe product attributesitares, such as
cleanliness, staff attitude, food quality, etc. in the hotel donvsienbelieve that considering the
productfeaturégs) related to the target opinion word is helpful éisambiguation of the opinion
word. To implement this feature, we enumerated product fedtdoeghe hotel domain.

3.6 Word Trandation Disambiguation Scoring Method

This section describes the word translation disambiguattoning methodAssumethe target
opinion wordis 0. One way to select the appropriate translatioroa$ to first calculate the
associationscores for pairs of each candidate translation and each itd related words’
translations,and then select thdranslationwith highest sum of thee scoresConsider the
following formula (Assumet is a candidate translation fa):

Translatior( 9= 3 Association( 1 - Associatigff ,0,) O

5€S te translationg ;3 \tran5|ati0n$ S)‘

whereTranslatior(t | 0) is the scoreof the candidate translation Sis the set of all related words,
andtrandationds) is the seof s’s translationgfor convenience, hereafter referred torelated
translatios). For instancep has two candidate translatiofts andt,) and two related wordés,
andsy). The translations o$; aret';y, t';, andt'; 5, ands, can be translat tot',;. Using the
above notationtrandations(s;) = {t'; 1, t'1 2, t'1 3t and trandationqs;) = {t';1}. Association (t, t')

3 The product feature list is available at http://iisr.cse.yzu.edu.tw/~guohau/coling/feature.list
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is the associationscore between aandidate translatiort and a related translationt'.
Associatior (0, s) is theassocation score between the target opinion worahd a related word
s—this weighting factor is primarily designéol model their associatidn the Japanese context.
Notice that the final score is divided by the sizdrahslationgs). The purpose of addinthis
termis to balance outhe extra influenceof s’s multiple possible translationsn the next two
parts we will introduce theéermsAssociation (t, t') andAssociatiog (o, 5) in detail.

3.6.1 Association Score between Translationsin the Tar get L anguage

In this section, we descrill®w weestimateAssociatior (t, t'). There are many ways to measure
the correlation between two words: one simple way is to calculat@dhgal information score
in the corpus.First, the snippets described Bection 3.3 are split into segments using
punctuation. Their similarity is estimated by Pointwise Mutual InformatieMI) (Church &
Hanks, 1999 which is defined as:

p(t, t)

Associati = PM(t =1
ssociation( { 9 (19=log, (- p(t)

@

wherep(t) andp(t’) are the probability of word andt' appearing separately in the corpus, an
p(t, t') is the probability of the c@ccurrene of wordt andt' in the corpuswhichis estimated by
the number of comccuring segments foit and t' divided by the total number of segments
However, using PMI does not yield the expectadociation (t, t') measurements, because the
corpus is compdd from the search snippet results of sending all candigdsgedtranslation
pairs to Google Search. The very low or zereocourrence frequencies of some pairs caus
difficulty in calculating their values. For instance:

if p(tt)—0,thenPMI {,t')—> -

In addtion, according to Formul&, each term in theusnmation is the product dafvo scores
Association and Associatiog. For two related words, ands, and any of their translationty;

and t',y, if Associatior (t, t'y;) is greater tharAssociationr (t, t',x) and Associatiog (o, s;) is

greater thanAssociatiog (0, s;), but Association (t, t';;) and Associatior (t, t';,) are both
negative (PMI scorg, Association (t, t'yj) * Associatiog (0, s;) is not guaranteedo be larger
than Association (t, t'z) * Associatiog (0, ;). Such a result is notppropriate for our
applicationhere

To solve this problem, PMI is mapped to an exponential function wherevdlue is always
positive, which is defined as:

PMIg,(t, ) =™ ©)

3.6.2 Association Score between the Opinion Word and Related Words in the Source
Language

We aim to determine the translation of an opinion worddnringits associatiorto its related
wordsin the source languagPifferent related words have flifent influence on the target word,
so added weighting factors are necessary. There are two factorsetltansgider: dependency
distance and featw@pinion association.
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Distance weighting has been used in several styd@esferman, Berger, & Lafferty, 1997
BrosseawVilleneuve, Nie, & Kando, 2010Gao, Zhou, Nie, He, & Chen, 200Zs a means of
estimating the association between two words. The exponential modehidh association
between two words decreases exponentially when the distance between ¢heaseis, is a
commonly used approach. We employ Beeferman €t1887'’s distance weighting approach
Therefore, the association scoreoafnds is defined as:

Associatiog( ¢ 9= - @& ™tes )

wheredistarce(o, s) is thedependencyistance(see Sectiol.4 for the detailspetweero ands;
andy is the parameter for decay rate determined by maximum likelihood estimate:

1 -
u=dog, [1 Eﬁ[k]},E,j kI > KoK 5)

k=0

wherep(K) is the probability of the distance betweeands beingk.

Since our goal is disambiguating opinion words in opinionated senteweeshould give
productfeaturewords moreinfluence on the translation selectitran rormal words To do this
automaticallywe modify Formula4 by introducing he featureopinion associatioFOA) score
whichis defined as:

min[J (o, s),%} ,if sis a predefined product feature

FOA(Q §)= (6)

2 ,if §is not a predefined product featt

where the constant values determined empirically to be 1500he purposeof introducing the
minimal function is to set the lower boundF®DA to be 1/ 4, which is a reasonably small value.
J(o, s) isthe Jaccard coefficient, whichdegfined as:

ons| freq(a $)
J(o, = =
(©9) lous| freq 9+ fre§9— fref o} ™
Then, we camodify Association (0, §) as follows:
Associatiog( 0 §:,tl- —évIFOA(o,s)-dlstance 0.3’
1 (8)

IFOA(0, ) :m

wherelFOA is the abbreviation of the inverse®A score.

In Formula6, we mentioned that whexis not a predefined product featuFQA(0, s) is 1 /4,
making thelFOA(o, s) 1, whichimpliesthatIFOA(o, s) does nohaveany effect Thisincreases
the influence of related rpductfeature words while havingno influenceon regular related
words
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3.7 Application of Our WTD Formulae

Let us consider the fallving example to demonstrate our proposed Vgtaringmethod:
SHELHSERLBEICHEBRMASIN TS,
(The room and bathroom have been swept clean.)
The target opinion word&gE has three candidate translation&:% (beautiful), 5z:% (clean),
andi# ¥_(clear). For convenience, weonsider onlythe first two: & % (beautiful) andsz %
(clean) The geps of our WTD methodare as follows:

1. Related Word Extraction
Three related words are extracted from the input senteffd@: (room), & & (bathroom),
andi@kk (sweep).

2. Related Word Translation
Therelated words are translated into Chingsstled related translations 5 & (room)and
%+ (house)for #3E, i % (bathroom)for EL&E, +# (sweep)for #FF&. TABLE 3 lists
Japanese wosdind theirChinese translations used in thjgplication

Japanese wor( Chinese traslations

fiod:=o4 & % (beautiful), 5z (clean), i ¥_(clear)
2 % /% (room), &3 (house)

B & i# % (bathroom)

il 17 ¥ (sweep)

TaBLE 3 —Japanese word and its Chinese translations

3. Translation Corpus
We look up theChinese word pairs (e.g.i& %" AND “ 5 @&F”, “32&” AND “ % ") in our
Google Searctranslation corpus (Ston 3.3) and collect the snippets.

4. Japanese Dependency Analysis
After dependency analysis, the dependency distances bedaelatarget opinion word and
the related wia are acquired:
{(BE-HE: 3, BE-AE: 2, HE-Fk 2

5. Related Produdteaturesdentification
The product features a#8ZE (room)and & & (bathroom)

6. Word Translation DisambigtionScoring Method
Consider Formula.:
Translatior(f 9= Y Association( f 9- .Associatigm ,0,)
€S te translationg ;§ \tranSIatIOnS( S)‘
o: the target opinion worf&ze
s: any relatd word in 32, B2, @k}
t: any candidate translation in&{%, §z%}
t': any related translation in{ &, &+, iz %, +#}

Consider Formula:
Assumethe Association (t, t') for each candidate translatioelated translation pair is:
{Z%-57:05 2%-£3:055 E2=-#%:04, E2-$4:0.35

joE-5 0.6, 52£-£5:045, 50%-5 3: 0.7, §7:%-+4:0.75}
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Consider Formul&:

3
—log,[ 1 ~ 051
H gz[ 3124 2]

Consider Formuka 6to 8:

We assume the featuopinion association scoreBQA(o, s)] are:
FOA(#RE, #BE) = 0.0025 IFOA(H#3RE, B /E) = 0.27

FOA(#5RE, B =) = 0.0032 IFOA(#RE, A=) =0.21

Then, theAssociatior (0, ) betweerthetarget opinion word and each related word is:
Associatiog ({588, #BE) = 0.51 *¢*> "%27"3= .34

Associatiog ({588, A=) = 0.51 *¢** 021" 2= 0. 41

Association (#4588, #&8&) = 0.51 *&%%1"1"2=0.18

Now, we can calculate the weighted score for each candidate translation:
Translatior(;& % | #5EE)
= Associatio ({528, 1 F8) * Association (& %, % )/ franslation§&B E)| +
Association (5B, &8/Z) * Association (;& %, & + )/ randationg &} )| +
Association ({3 B8, B 2) * Association (& &, i %)/ |translationg& 2)| +
Association (f5 &€, ##B&) * Association (& %, +74F) / franslation$iF )|
=0.34*05/2+0.34*0552+041*0.41+0.18*0.35 1
=0.41

Je B

Translation(iz /% | #iREE)
= Association (# B8, &8 /2) * Association (i2:%, % )/ ranslation§ZBE)| +
Association (5B, &8/Z) * Association (iz:%, & + )/ franslationgEf E)| +
Association ({5 EE, L&) * Association (§2:%, i# %)/ ranslationg/& 2)| +
Association (f5EE, ##B&) * Association (§2:%, #7#F) / franslation$iF )|
=0.34*0.6/05+0.34*0.4305+0.41*0.71+0.18*0.79 1
=0.6

So, the chosen translationsis:% (clean)

4  Experiments

We conducted experiments with our Japanese hotel review corpus tocatypevaluate the
translation accuracy of oMW TD scoring methodising different sets of weighting factors ghe

modified PMI formula. We also compadeour system’s performance to that of Google Transla
and theExcitetranslationsystem

4.1 Dataset

Our dataset consists 856,892 reviews of 15,291 hotels from the Rakutan Travel wébtite
largest hotebooking/review website in Japan. The sentences are segmented and dupli
contentis removed. After processing, the dataset contains 4,341,266 sentenceso \Weealls
data to create the product feature list for Secién

4 http://travel.rakuten.co.jp/
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4.2 Experiment Design

We selected the tep0 most common polysemous opinion words and annotated each of t
occurrences in the dataset with their tramstet For each of the ten opinion words, we
constructed test examples by randomly selecting 1,200 sentences &atatésetEach test
example contains only one opinion word. The ground truth of each transiatis assigned by
two human annotators. Sttits for the gold standard dataset are presenfBsBirE 4.

Word #Sense #Instance  Avg length  Min length  Max length
B3 % L (bright) 2 992 36.3 7 135
HY (sweet) 2 808 40.3 7 145
BEAMLY (warm) 2 979 41.6 6 147
TZ (polite) 2 1,057 37.9 11 125
A=Y (cool) 2 957 44.0 6 174
&L (thin) 2 1,041 38.3 6 141
#5EE (beautiful) 3 736 35.2 9 113
Z D) (tiring) 3 755 41.9 10 136
X L LY (lonely) 3 794 38.7 8 120
B L L (strict) 4 506 45.0 7 141
Avg. 25 862.5 39.9 7.7 137.7

TABLE 4 —Statistics for the gold standard dataset

As shown inTABLE 4, our gold standard dataset contains a total of 8,625 test examples wit
average of 2.5 senses per word. The average length of the test exanB®9 Uapanese
characters.

In order to measure the impact of different sets of weightiopfa and modifiedMI formula
on translation accuracy, we ran a set of 30 experiments for eadiguration For each
experiment, we randomly chose 85% of the test examples for each opmidnAfter running
all the experiments, we performed a ttaided paired Test on the average accuracies o
different sets of weighting factors to prove our weighting approachifisntly improved
translation accuracyVe alsocomparedur system'performance wittthat of GoogleTranslate
and theExcite translation systemusing the same test methothe online translation systen
performance was checked by two annotat@my for the correctnessf the opinion word
translation, but ignoringranslation of surrounding worgds

4.3 Evaluation Metrics

For each opinion wmal, the results are given in terms of translation accuracy, which isdedm

accuracy= #of correct translation: o
#of test sentences

We also calculated macro and micro averages to measure the overall performancaliacr
opinion words. The macro averagesimply the average of the accuracies of all ten opinic
words. In contrast, micro average is the sum of correct occurreindded by the sum of all
occurrences.
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4.4 Results

TABLE 5 shows the experimental results for the differeanfigurations ofour WTD scoring

method The value in each cell indicates theerageaccuracyFor our baseline system, we usec

the most frequent sense (MFS) method:

#most frequent sens
#test sentence

MFS= (10)

In TABLE 5, Ar(PMI) stands for the configuration in whidssociation (t, t') is estimated byhe
original PMI (Formula 2)andAssociatiog (0, s) is set to 1A(PMlg,,) means that the modified
PMI formula (Formula 3) is usedto replace Formula .2A;(PMlg,;)+AgD) means that
Associatiog (0, 5) is estimated byFormula 4 which consides the dependencydistance.
A1(PMIg,p)+Ag(D+F) means thatormula 8, which consides both dependency distance anc
featureopinion associatignis used toreplace Formula 4. TABLE 5 shows that Ar(PMlg,p)
significantly improve overal accuracyby about 7.6% over A¢(PMI). Ar(PMIg,,)+Ag(D)
improves overall performancéy about9.6% from A+(PMI), andA(PMIg,y)+Ag(D+F) achieved
the best resulimproving overall accuracyy about11% over Ar(PMlI). It should be noted that
A1(PMIg,)+Ag(D+F) also has a positive impact on performance efery opinion word
individually.

Compared with the online translation systefsgLE 5 shows our system outperforms Excite
and Google for opinion word translation. The two online translatioresgsperform een worse
than MFS on average.

Word MFS  Excite Google A:(PMI)  Ar(PMlgy) A:(EQSIDE)XP) ﬁi‘:(’glflég)
B34y 0.7323 0.7311 0.6460 0.8656 0.9067 0.9198 0.9212
Hi 0.7679 0.7679 0.7291 0.8062 0.8431 0.8608 0.8876
BEMLY  0.5234 0.4766 0.7103 0.6685 0.7988 0.8183 0.8600
TE 0.8284 0.0439 0.7854  0.5045 0.8287 0.8679 0.8711
AfzLy  0.9098 0.9119 0.6790 0.9382 0.9119 0.9210 0.9386
b= AR 0.9033 0.9033 0.8198 0.8734 0.9088 0.9293 0.9549
R 0.4845 0.5313 0.5408 0.7341 0.7804 0.7875 0.7889
FDLY  0.5436 0 0.0408 0.6563 0.7458 0.7649 0.7729
#MLLY 05275 0.1157 0.0725 0.6263 0.6201 0.6352 0.6666
EEL LY  0.4886 0.4846 0.2039 0.5571 0.5592 0.6026 0.6209
micro 0.6932 0.5102 0.5622 0.7327 0.8081 0.8280 0.8456
macro  0.6709 0.4966 0.5227 0.7230 0.7903 0.8107 0.8283

TaBLE 5 —Comparison of different translation systeamsl configurations

In addition, we performed a twtailed paired feston the average accuracies of differen
weighting factors. The-Test results iTABLE 6 show that different weighting factors can have :
statistically significant impact (bold text results) on system perfocman
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Word AT(PMlExp) AT(PMlEXp) T-test AT(PMlExp) AT(PMIEXp) T-test

+Ag(D) p-value +Ag(D) +Ag(D+F) p-value
Y A 0.9067 0.9198 1.86E24 0.9198 0.9212 0.00886
Hi 0.8431 0.8608 2.33E25 0.8608 0.8876 7.05E33
ALY 0.7988 0.8183 3.15E23 0.8183 0.8600 6.85E34
TE 0.8287 0.8679 3.16E34 0.8679 0.8711 2.51E-06
Atz 0.9119 0.9210 7.07E16 0.9210 0.9386 1.42E26
b= AR 0.9088 0.9293 2.03E29 0.9293 0.9549 3.5E36
#iRe 0.7804 0.7875 9.85E10 0.7875 0.7889 0.120067

EFDLY 0.7458 0.7649 2.77E20 0.7649 0.7729 1.16E13
ML 0.6201 0.6352 7.97E21 0.6352 0.6666 4.46E35
B L LY 0.5592 0.6026 3.16E30 0.6026 0.6209 1.02E26
micro 0.8081 0.8280 1.63E38 0.8280 0.8456 2.33E40
macro 0.7903 0.8107 2.62E38 0.8107 0.8283 2.31E39

TABLE 6 — Tiests on the average accuracies of different weighting factors
5 Discussion
In this setion, we discusthe causes of some commemors that our system made

5.1 Errorscaused by Japanese homonyms

Japanese has many homonymeords that share the same pronunciation but have differe
meanings andkanji. For example, the word% #ff (orange), & 58 (unfinished), and>k ¥l
(unpublished)all share the sambiraganaspelling ##*As (orange) but are represented by
different kanji. When calculating theAssociation of hiraganawords the ceoccurrence
frequencyof opinionword/relatedword pairsmay be overestimated

5.2 Limitations of single word-pair association scores

In the sentence® L\BFEAIXERA 5 D FEEE M E DLV T (When it is hot, walking the distance
from the station is tiring.), which describes the hotel locattba, two most likely Chinese
translations forthe opinion wordZDLY are % 4 (tiring) and###+ (crowd), the former being
the correct choice. Théssociation between? 4 (tiring) and it (distance) isincorrectly
calculated as beinigwer than that betweefi## (crowd) and et (distance) To determine the
correct translatiorin casesike this we shouldcalculateAssociation betweenpairs of related
wordsand the opinion word. In the above example, if we conggle¥ (hot) andZ DL (tiring)
as one entity and calculate thesociation betweerfE B (distance) andg L)-Z DL (hottiring),
we get the correct translation

5.3 Target opinion word associated with multiple feature words

If the target opinion word can apply taultiple productfeature wordsn a sentencehe incorrect
pairingmayend up withthe highestFOA. For example, in the sentende k5 > XA HBAS <
TREEORIGHHRMTLI, (The entrance was bright and the staff’s attitude was al
friendly.), the opinion wordB 4 L (bright) can describe botfeaturewords T> k5 > X
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(entrance) andtZ% & (staff). In this case our system calculatebigher FOA for the B3 % L)-
L% 8 (staffbright) pair.

Conclusion

In this paper, we propose an unsupervised opinion word translation disatidngseoring
method which uses dependency distance and feajpin@n associatioras weighting factors.
The scores of an opinion word’s translation &sdurrounding words’ translations are estimate
using Google search snippets. In our experiments, we focused ormttcansif hotel review
from Japanese to Chinese. From a dataset of hotel reviews compiled diarraiR Travel, we
selected the teff0 most common polysemous Japanese opinion words to evaluate
performance of our system. The results show that our scoring methoépi@senting the
influenceof product features and dependency distance ingstoanslation accuracgffectively
Compared to Google Translate and Extitnslation system, our system can translate opinic
words more accurately, which could bef benefit to Chinese online shoppers seeking
accommodations in Japan.
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