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ABSTRACT

Event anaphora resolution plays a critical role in discourse analysis.p@perfocuses on
improving event pronoun resolution using both loead global semantic information. In
particular, a predicatargument structure is proposed to represent the local semantic infarme
about an event while the global semantic information is represemtéldebentity coreference
chains related with varis arguments in the predicategument structure to complement its
locality. Evaluation on the OntoNoté&nglishcorpus showshe effectiveness of local and global
semantic informatiofor event pronoun resolution.
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1 Introduction

As one of the most important techniques in discourse analgsaphora resolution aims to
resolve a given mention to its referred expressioa text and has been a focus of reshan
Natural LanguageProcessing(NLP) for decades. According to the nature of the referre
expression, anaphora resolution can be categorized into entity anaphoutioresahd event
anaphora resolution. While most studies focus on entity anaphotati@s@and have achieved
much successecently (e.g. Soon et al. 2001; Ng and Cardie 2002;2007, 2009)yang et
al.2004, 2006, 2008; Kong et al. 20R010), there are only a few studies on event anaphc
resolution (Byron, 2002; Pradhan et al., 2007; Chen et al. 2010a,;20dfidpand Zhou, 2091

In this paper, we address event pronoun resolution, the most diffipeltafyevent anaphora
resolution due to the least discriminative information that an evenbvpnozan provide. Here, an
event pronoun i pronoun whose antecedent refersatoevent In particular, we focus on
improving event pronoun resolution usibgthlocal and global semantic information. For loca
semantic information, we employ a shallow semantic parser to extrapreteateargument
structurein a sentencéo represenén involvedevent. In order to complement the locality of the
predicateargument structurewe consider the global semantic information via the enti
coreference chains related with various arguments in the ptedigument structure.

The rest of this paper is organized as follows. Section 2 describesetiteagnaphora resolution
task. Section 3 briefly introduces the related work on event anaphaiati@ms Section 4
presents our baseline framework which combines various kinds oéélatrés and a structured
parse tree for event pronoun resolution. Section 5 exploodslocal and global semantic
information for event pronoun resolution. Section 6 reports the emeetal results. Finally, we
conclude our work in Section 7.

2 Task Description

While entity anaphora focuses on mentions of an entity, event anapb&saiito mentions that
refer to an event. In this paper, we consider event anaphora resoluti@deEdhe following
examples:

a) In Yemen today, wére the ship wagattacked,, the deliberate, welbrganized familiar
effort to find out who didit] ,, and how{it] ; happened

b) Two F Tomcats[strucK; the targets. Afteftodays air strike§,, 13 Iragi soldiers
abandoned their posts and surrendered taliKh fighters.

c) Yes, it took a while last night to sort out precisely what the courfdecided; by such
a narrow margin[This] ,was a stabilizing decision that restored order to a very chac
situation.

Example (a) shows the importance of event aoephesolution in understanding the discourse
In example (a), the three mentions in italic and bold forh a chain of eventthe ship was
attacked. While entity anaphora resolution is capable of linking up mention 2 and me8tion
e.g. using the defétuproximity preference rule as widely adopted in the literature r{®dal
2001), this chain will only contain two pronouns without linking mention 2 toualcevent
mention 1. Event anaphora resolution provides an essential role te bnlginderstating gap
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in such a discourse by linking mention 2 to actual event mentiddefe, we employ the
predicate of a clause to represent an event mention.

Similarly, in example (b), the anaphor of Ni®day's air strike refers to everntTwo F Tomcats
struck he targets while in example(c), the anaphor of pronoutthis’ refers to eventwhat the
court had decided by such a narrow marg@bviously, compared with noun phrases, pronour
carry little information of their own. This indicates the difficulty efent pronoun resolution in
event anaphora resolution. Besides, our statistics on the OntoNoileshEogpus (Release 3.0)
shows that event pronouns occupy about 40% of event anaphors. This irtlieatgsrtanceof
event pronoun resolution in event anaphora resolution.

For better understanding the paper, heeggivesome related terminologies:

o Entity: an object or a set of objects in one of the semantic categories of intesrsgdrély
one or more coreferential entity mentions in the document.

o Entity mention a reference to an entity (typically, a noun phrase).

o Event trigger the key word that most clearly expresses the occurrence of an evens. In
paper, as mostly adopted in the literature, we take the main predicate (eithalr or
nominal)of a clause as the event trigger to represent the corresponding event.

o Event argumentsthe entity mentions involved in an event.

e Event mention a clause within which an event is described, including event trigger
event arguments. Althouglome eveh pronouns can actually refer to a paragraph ¢
larger chunks of textsin this paper we only consider the cases taking clauses
antecedents.

3 Related Work

In comparison with entity anaphora resolution, there are few litigsisidieson event anaphora
(e.g. Asher, 1993and very initial explorations on event anaphora resolutiowas onlyuntil
recently, with the increasing interest in discourse analysis, event aaapisolution habegun
to draw more and more attentidéor the natural language prasng communityWhile someof
them focus orhandcrafted constraints to resolve event anaplafrnormally limited kinds of
predicatege.g. Byron, 2002), most of previous studies adopt a leabdsgd framework (e.g.
Muller, 2007; Pradhan et al., 2007; Chen et al. 2010a, 2010b; Kong and Zhou, 2011

As a representative tinguistic studieson event anaphorasher (1993) proposed a discourse
representation theory to resolve the references to events. However, noatmmplusystem was
proposed in hisvork.

As a representative of using haodfted knowledge to resolve specific kinds prédicates
Byron (2002) proposed a semantic filter as a complement to saliencéatiaicin resolving
event pronounddowever, sincelte semantic filter was constted by using a set of harmlafted
constraints on some specific domains, this approach is not suiteibdeneral event pronoun
resolution.

Among learningbased methods to event anaphora resolution, Chen et al. (2010a) exp
various kinds of positiotialexical and syntactic features for event pronoun resolution, whi
turned out quite different from entity pronoun resolution. Besides,shelfed the importance of
structuredsyntacticinformation by incorporating it into event pronoun resolutionaviamposite
kernel. Finally, they explored the incorporation of negative instafioes norrevent anaphoric
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pronouns, the finduning of the SVM model and the employment of the teamdidatemodel
(Yang et al. 2003) in event pronoun resolution. Chen et al. (2010b) exterditeprévious work
from event pronoun resolution to general event anaphora resolution byerongsiother types of
event anaphor&kong and Zhou (2011)roposeda new tree expansion scheme to automatical
determine a proper parse tieucture for event pronoun resolution by considering various kin
of competitive information related with the anaphor and the antecedent aindihchieveda
much betteperformanceon the OntoNoteEnglishcorpusthan Chen et al (201Qa)

Besides, ltere are some studies which integrate event anaphora resolution witreeaphora
resolution. For example, Pradhan et al. (2007) proposedifeed eventand entity anaphora
resolution framework based on a set of wideted featuresvhich have beenproven to be
effectivefor entity anaphora resolution. Evaluation on the OntoNBtegishcorpus shows that
their unified framework achieved the performance of 51.2 imEasure on overall entity and
event anaphora resolution. However, ttdigl not report the performance of their unified
framework on event anaphora resolution. Alternatively, Muller0720constructed a logistic
regression model to resolve event and entity pronouns together. Fopemamiin resolution, he
achieved 11.94 in Fineasure andfind that the types of information effective for evarnoun
resolution werevery different from those for entity pronoun resolution. From this efsjteseems
better to independently explore event anaphora resolution first andexpdore its possible
integration (e.g. joint learningvith entity anaphora resolution.

In this paper, we focus on improving event pronoun resolution by explooithigocal and global
semantic information.

4  Basdline System

Our event pronoun resolutioflfamework adopts the comon learningoasedone for entity
anaphora resolution, as described by Soon et al. (2@Ygcially, he way generating instances
during training and testing procedures of event pronoun resolgtisimilar to Kong and Zhou
(2011).

4.1 Flat Features

For enity pronoun resolution, Yang et al. (2004, 2005, 2006) explored various kinds oftgynte
and semantic features to describe the information related with the antecedidateaand the
anaphor from their own and the relationship between them. Howewenffthese features can
be adopted in event pronoun resolution. On one hand, since the antecedeldteandin event
trigger and the anaphor is a pronoun, both carry little obvious informatiout their own. On
the other hand, the event anaphor anudiiate pair in event pronoun resolution consists of
predicate and a pronoun. The difference in syntactic categories introdusediffidulties. The
features, such as number agreement, gender agreement, name aliaspatigg and head
matching, viich have been proven to be effective for entity pronoun resolutionnevionger
function here. Instead, we employ a list of flat features as showalile 1, inspired by Chen et
al. (2010a).

In principle, the features in Table 1 can be grouped into three categories:

1) Positional featuresthe intuition is that the antecedent of an event pronoun sheuld
close to each other. In particular, different kinds of distances between thernaag
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the antecedent candidate are explored, i.e. over sentenck,pronoun, predicate and
main predicate.

2) Grammatical featuresmainly usel to describe the grammatical roles of the anaphor a
the antecedent candidate.

3) Similarity feature There is no doubt that semantic information is important for eve
pronoun resoliion. However, since both event pronouns and event triggers carry li
obvious semantics of their own, the context similarity is employed tcsureahe
semantic compatibility between the anaphor and its antecedent candidate. In
baseline system, the similarity is calculated based on a list of nearbynfiéxtoal
words (including previous 5 words and following 5 words) with proper stemuosimg
the Porter stemmer and stop words (suchirds “the’ and etc.) filtered out.

Features Description
SenDist Sentgnce distance between event anaphor and ante
candidate
WordDist | Word distance between event anaphor and antecedent candida
Postional PredDist Num_ber of predicates between event anaphor and antec
candidate
Features
. Numbe of pronouns between event anaphor and anteced
PronDist :
candidate
MPredDist Numper of main predicate between event anaphor and antece(
candidate
isAnalnMC | Whether event anaphor occurs in main clause
Grammatical iSAnaSub | Whether event anaphoras subject position
Features isPredInMC | Whetherantecedentandidate occurs in main clause
isMPred | Whether antecedent candidate is main predicate
Similarity .| Similarity between event anaphser context and antecede
ContextSim )
Feature candidatés context
TABLE 1 — ALAT FEATURES FOR EVENT PRONOURESOLUTION
4.2 Structured ParseTree

Besides various kinds of flat features described above, we also explawirstlusyntactic
information via a parse tree structure. The commasiyd syntactic knowledge for anaphor:
resolution, such as the governing relations, can be directly described fgréeéree structure.
Other syntactic knowledge that may be helpful for anaphora resolutidd atso be implicitly
represented in the parse tregucture Furthermore, ree kenelbased methods have beer
explored inentity anaphora resolutioand achieved comparable performance with the dominat
featurebasedmethodqYang et al. 2006; Zhou et al. 2008jor structured syntactic information,
we adopthe DynamicCompetitiveTreg as proposed in Kong azthou (2011), whichtakesthe
related competitive information, such as the event pronoun predicatené.predicate of the
event pronoun), event antecedent competitors and event pronoun compstitoeen the
anaphor and theonsidered antecedent candidatt® considerationFor more details, please
refer to Kong and Zhou (2011).
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4.3 Polynomial Kernel, Tree Kernel and Composite Kernel

For two vectors of flat features, we compute their similamging a polynomial kernel, while
given anyparse tree structure.g.the one aslescribedabove the similarity between twparse
trees is calculatedising a convolution tree kernélor more detailabout tlis kerne| please refer
to Collins and Duffy (2002) and Moschitti (2004).

In order to combine flat features and structured parss, teednearinterpolated composite kernel
is adopted in this paper:

K e (X1, X2) N K fiae (X1, X2)

K X)) =
Comp( Xi XZ) ‘ Ktree (Xl' Xz)‘ ‘ K flat (Xl' Xz)‘

For simplicity, this paper equallyweights theconvolutiontree kernelKy. for the parse tree
structure andhe polynomial kernel kg, (d=2) for flat features with prop@ormalization

5 Incorporating Semantic | nformation

It is well proven that the semantic compatibility between the anaphorttendintecedent
candidate is important for entity anaphora resolutfer. event pronoun resolution, since the
anaphor is a pronoun and the antecedent candidate is antréygent both carry little obvious
semantic information about themselves. Therefore, it isenddficult to measure the semantic
compatibility between # anaphor and the antecedent candidate in event pronoun resolutio
possible way to measure it is to explore the contexts whemvérg pronoun and the anteceden
candidate occur.

In our baseline system, we use a-4o&gvords method to represent thentexts of the anaphor
and the candidate. However, such a-b&words method suffers from the dilemma between tr
noise and the necessary information covered in a context window. In tordesolve this
problem, we propose a predicaigument structure representation to capture the local sema
information related with an event. Besides, we explore the global sermdarmation via entity
coreference chains related with varioasgumens of the predicatargument structure to
complement its locality.

5.1 Local Semantic Information

Obviously, various arguments closely related with an evergetrigontain necessary semantic
information for event pronoun resolutionhérefore, it is reasonable to represent an eve
mention using the event trigger and corresponding event arguments. t8e event trigger is
normally the predicate of a clause and event arguments correspondarguheentdriven by
the predicate of a clause, we employ a shallow semantic parser to extract tbat@asgliment
structure of aclause as the representation of the local semantic information of the ev
Especially for an event pronoun, we retrieve its governing predicate atedrarguments as its
local representation.

Figurelshows the algorithm for computing the semantingatibility betweeranevent pronoun
andanantecedent candidate. In particular, onlgsiécore argumentas defined in the Propbank
(Palmer et al2005)are included in the computation. Consider following example:
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a) Both President Gore and President Bushave held a flurry of news conferences ir
recent weeks and with each ahey, have[increased]the number of Stars and Stripes
they; use as a backdrop. | thinthey, think [it] makesthem, look patriotic and
presidential

which includes an intesentenceavent anaphora with pronodit” refering to event‘they have
increased the number of Stars and Stfip€er this pair of event pronoun and antecedent, tt
algorithmin Figurelreturns {makes, it, them} and {increased, they, the number of Stars ¢
Stripes} as AnaSet and CandSet, respectively.

Algorithm:

computing thesemantic compatibility between an anaphor and an antecedent candic
Input:

ananaphor: current event anaphor, a pronoun

an antecederandidate: an event triggerpeedicate
Steps:

1) Initialize Score, CandSet and AnaSet

2) Use a semantic role labelingSRL) toolkit to get all the core arguments of
antecedent candidate (i.e., event arguments) and add the antecedent candidag
event trigger) and all the core arguments to Can@Seept pronouns).

3) Get the governing predicatef the anaphor and use a SRL toolkit to get all the
arguments of the predicate. Add the governing predicate of the anaphor dredcali
arguments to AnaSet (except pronouns).

4) For every element pairdm CandSet (candi) and AnaSet (anaj), compute the sim
between them using WordNet @sscribedn Satanjeexand Ted2002). If the similarit
is larger than a threshold (0.5 in this paper), increase Score by 1.

5) Return Score/sgrt(|CandSet|*|AnaSeaf)thesemantic compatibility betweehe given
anaphor anthe givenantecedent candidate

FIGUREL-ALGORITHM FOR COMPUTNG THE SEMANTIC SIMLARITY BETWEEN AN ANAPHOR AND
AN ANTECEDENT CANDIDATE

5.2 Global Semantic Information

Obviously, the algorithm ifrigurel can only retrieve local descriptions of an event mention.
may be difficult to correctly measure tgebal semantic compatibility between the anaphor an
the antecedent candidate using the prediaegament structuredue to its locality, e.g.
consdering example (d) due to the occurrence of various pronouns.

In order to complement the locality of the predieatgument structure in representing the
anaphor and the antecedent candidate, we further explore the global semantatioh via
entity caeference chains related with various arguments for event pronounim@solut

The basic idea is that, when measuring the semantic compatibiltydrethe anaphor and the
antecedent candidate, we not only consider the event trigger and invalnedeats but also
include different entity mentions (except pronounslated with thosenvolved arguments.
Consider CandSet={increased, they, the number of Stars and Stripes} inotree etample.
Although we canretrievelittle semantic informatiorfrom argumat “they’ itself, we canfind
that it actually refers tbBoth President Gore and President Bugh entity anaphora resolution
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Similarly, we can findhe referred expressions of other pronouns in CandSet and Ania3eit
way, CandSeand AnaSetan be better represented.

6 Evaluation and Discussion

This section systematically evaluates the performance of our eventproesolution framework
on the OntoNotes English corpus (Release 3.0).

6.1 Experimental Setting

The OntoNotes English corpus (Release 8@tains 300K words of English newswire date
(from the Wall Street Journal) and 200K words of English broadcast newgfdain ABC,
CNN, NBC, Public Radio International and Voice of America). Tablea@vstthe statistics of the
corpus. From Table 2 we céind that about 9% of coreference chains are event related. Amc
3550 event pronoun candidates (i.e. all the occurrencéahisf, “that’ and"“it”, which function
as pronoun), 504 are event pronouns, accountingtfout 186. This indicates the difficty of
identifying event pronouns.

Category Num
Coreference chains 8154
Coreference chains related with even®&37
Event pronoun candidates 3550
Event pronouns 504

TABLE 2 — SATISTICS ONONTONOTES3.0ENGLISH CORPUS

System P(%) | R(%) | F

Polynomial kerel(flat features) | 34.84| 53.08| 42.07
Tree kernel(structured) 47.06| 65.71| 54.84
Composite kernel(flat+structured)49.78| 69.17 | 57.89

TABLE 3 — FERFORMANCE OF THE BAELINE SYSTEM

For preparation, all the documents in the corgmepre-processedutomatictly usinga pipeline
of NLP components. In addition, the corpus is parsed ubm@harniakparser and astateof-
the-art semantic role labbhg (SRL) toolkit as proposed by Li et al. (2009) is employed t
extractthe predicatergument structure (i.@ariousarguments of a predicateFinally, we use
the SVMlight toolkit (Joakim,1998Y with the convolutiorireekernel SVMIlight-TK (Moschitti,
2004’ for computing the similarity between tvmarse treg and the polynomiakernel(d=2) for
computing tle similarity between two vectors of flat featuresth learning parameters same as
Chen et al. (2010a). For performance evaluation, we reépeperformance of event pronoun
resolution with 16fold cross validation in terms of recall, precision, addnfeasure.

11In this paper, we only consider verbal predicates, since 97.3% of events in the OntoNotes English corpus (Release
3.0) are triggered by verbal predicates. Besides, only those core arguments as defined in the Propbank are
explored in this paper. For reference, the toolkit developed by Li et al. (2009) achieved the performance of 81.8 in
F1-measure on the CONLL’2005 version of the Propbank.

2 http://svmlight,joachims.org/

3 http://ai-nlp.info.uniroma2.it/moschitti/
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6.2 Experimental Results

6.21  Performance of baseline system

Table 3 shows the performance of our baseline system. It shows thatythempial kernel with
the flat features yields 42.07 in ffleasure while the convolution tree kernel with the parse tr
structure achieves a much better performancedd4%in F1-measure due to direct modeling of
commonly used syntactic knowledge and implicit including of othemderige helpful for event
pronoun resolution. It also shows that the flat features and the pas structure are quite
complementary that their combination via a simple composite kernel achi@®8sim F1-
measure. Althougkthe employediynamic competitivetree may lose some important contextual
information, it prunes out potential noise as mashpossibleAt the same timethe flat features
used in our baseline system mainly descrilesitpnal and gammaticalinformation. This
suggestshe complementary nature of the flat features and the parse tree sirudiigle is
justified bythe effecive useof the composite kernel. In all the following experiments,ongy
report the performancamploying the compositekernel.

6.2.2  Contribution of local semantic information

Table 4 shows the contribution of local semantic information on the citedernel. It shows
that the local semantic information via the predieatgument structure caignificantly improve
the performancen the composite kernel by 7ZLin F1-measure. fis justifies the usefulness of
the predicat@rgument structure irepresentinghe local semantic information of the anapho
and the antecedent candidatealdo shows that the inclusion of AQ.e. agent)improves the
performance by 29in F1-measure and further inclusion of Ale. recipientcontributes 86 in
F1-measure whilehe effectiveness of other kinds of arguments is very limited dueetoless
number and their less possibility of being referred in a text.

System P(%) | R(%) | F
Flat+Structured 49.78| 69.17 | 57.89

+A0 53.04| 66.92| 59.18(+1.29)
++Al 53.59| 66.98| 59.54(+0.36)
+++Others 53.64| 67.02| 59.59(+0.05)

TABLE 4 — INCREMENTAL CONTRIBUTION OF DIFFERENT KINDS OF LOCAL SEMANTIGNFORMATION
ON THE COMPOSITE KEREL *

6.2.3  Contribution of global semantic information

While the global semantic information via entity coreference chains ecaplement the locality
of the predicat@rgument structure, entignaphoraesolutionitselfis a difficult task. Obviously,
the effectiveness of the global semantic information will largelyethd on the performance of
entity anaphoraesolution.

“+ Significance tests are conducted between each of them and the previous one. The p-values are all smaller than
0.01.
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FIGURE 2— GCONTRIBUTION OF GLOBAL SEMANTIC INFORMATION BY RANDOMLY CHOOSNG
DIFFERENT PROPORTIOR OF GOLDEN ENTITY COREFERENCE CHAINS

Figure 2shows the contribution of global semantic information by randomly chgatfferent
proportionsof golden entity coreference chains. FrBigure 2, we can find that:

1) Only considering a small proportion of even golden entity coeater chains (<50%)
may harm the performance of event pronoun resolution. That is to rsgya emall
proportion of evergolden entity coreference chains cannot complement the locality

2)

the predicat@rgument structure. In contrast, it may

introduce too mucéven

distribution across different events and thus harm the performance.
For golden entity coreference chains liing at least 50% begins to contribute.
3) When the used proportion of golden entity chains reaches a threshold (abQutH&0%

performance of event pronoun resolutgiabilizes

Systems P(%) | R(%)

F

Soon et al. (2001) (duplicated)61.5 | 45.9
Kong « al. (2009) (duplicated) 73.5 | 54.2

52.57
62.39

TABLE 5 — RERFORMANCE OF ENTITYANAPHORA RESOLUTION

System P (%)|R(%),

F

Flat+Structured+Local Semantic [53.6467.02
+Global Semantic (Soon et al 20033.6 [67.36

59.59
59.70

+Global Semantic (Kong et £2009(54.6568.6

60.84

TABLE 6 — GONTRIBUTION OF AUTOENTITY COREFERENCE EAINS

In order to measure the effectiveness of global semantic informatfmadtical environment, i.e.
using automatic entity anaphora resolution, we duplicate two entitharsapesaltion systems
with different levels of performance: the one proposed by Soon et al. (2001pharather
proposed by Kong et al. (2009). TaBlshows the performance of these two duplicated systel
on the OntoNote English corpus. Tablshows the contrilition of global semantic information
via entity coreference chains returned by the two automatic anaphora ressystemslt shows
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that the effectiveness of global semantic information largely depentigeqgrerformance of an
entity anaphora resolutiosystem. Using the duplicated system proposed by Soon et al.(20'
we can only get a performance improvement of onlyl OnlF1-measure for event pronoun
resolution while applying the duplicated system proposed by Kong et al. (R8p&ve the
performane by 125in F1-measure. That is to say, the staféhe-art entity anaphora resolution
system can improve the performance of event pronoun resolutionibgy file gap by about 50%
(60.8459.59vs. 61.72-59.59. While most of the contribution of goldeentity chains comes
from gain in precision, the contribution of automatic entity chains cdne@s gain in both
precision and recall.

6.24  Comparison with the State-of-the-Art

For comparison, Tabl¢ illustrates the performance of the stafehe-art event prooun
resolution system developed by Chen et al. (2010a) using different scHerme Table7, we
can find that Chen et al (2010a) achieved the performance of 40.6nmed&dure via a feature
based method, and the best performance of 44.4-mdg&bure using the mexpansion tree via
a tree kernebased method. They further studied different ways of combinibdefiduresanda
parse tree structute improvethe performance and achieved the best performance of 47.2 in |
measure when combining flat feegsiwith the simpleexpansion tree structure. In our study, ou
featurebased system achieves 42.07 inrdasure, and our tree kerfelsed method with the
dynamic competitivaree achieves thperformanceof 54.84 in F1-measure. By combining the
flat feaures with the structured parse tree via a composite kernel, our syst@wedcthe
performance of .89 in Fl-measure. The much better performance of our baseline syster
mainly due totwo reasons: 1pur better preprocessing in filtering out unnecessegative
instances by employing a set of constraints as described in Byron (20@2)en et al. (2010a),
each event pronoun will generate 6.93 candidates while the number instam sy reduced to
about 3;2) employng the more effective structurdcee span.

System P(%) | R(%) | F

Flat 40.6 | 40.6 | 40.6
Min-Expansion 35.5 (59.6 | 444
Simple Expansiont+Flat 42.3 | 53.4 | 47.2
+Negative Instances w/ Sampling9.9 | 50.6 | 54.9
++SVM Finetuning 65.2 | 49.2 | 56.1
+++Twin-Candidate Modéing 62.6 | 54.0 | 57.9

TABLE 7 — FERFORMANCE OFCHEN ET AL. (201(2) ON EVENT PRONOUN RESLUTION

Besides, Chen et al. (2010a) looked into the incorporation of negativadestiom norevent
anaphoric pronouns and achieved the best performance of 54.9nmedslre. They further
improved the performance by keeping certain training data as the development dataSv'Melp
select a more accurate hyper plane and achieved the performance of 56rhdadtte. Finally,
they proceeéd to apply the twitandidate model as proposed in Yang et al. (2003) to ew
pronoun resolution and achieved the performance of 57.9 -ime@kure After employing so
many strategies, Chen et al. (2010a) achiehe comparable performance with our baselin
systemThis justifies the strength afur baseline sysm.
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We furtherimprove the performance of event pronoun resolution by combining localleioal g

semantic information via the predicatggument structure and entity coreference chains a
achieve theoutstandingperformance 0f60.84 in F1-measure usingugomatic semantic role

labdling and entity anaphora resolution.

Conclusion and Further Work

This paper studs the impact ofboth local and global semantic information for event pronou
resolution. In particular, a predicaaegument structure is propasedo represent the local
semantic information related with an event while the global semantcniation via entity
coreference chains is further incorporated to complement the localite @iréldicateargument
structure. Experimental results show thathbthe local and global semantic information are ver
effective for event pronoun resolution. We also study the influence ofettiermance of entity
anaphora resolution on event pronoun resolution.

For further work, we will explore more structured sytita information and semantic
information in event anaphora resolution. In additiare will study joint learningof entity
anaphora resolution and event anaphora resolution.
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