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Abstract is that they require a lot of training data and yet
show bias towards the domain on which they are
trained, undermining their ability to generalize
well to new domains. Unsupervised approaches
could be a viable alternative in this regard.

The unsupervised approaches for keyphrase ex-
traction proposed so far have involved a number
of techniques, including language modeling (e.g.,
Tomokiyo and Hurst (2003)), graph-based rank-
ing (e.g., Zha (2002), Mihalcea and Tarau (2004),
Wan et al. (2007), Wan and Xiao (2008), Liu
et al. (2009a)), and clustering (e.g., Matsuo and
Ishizuka (2004), Liu et al. (2009b)). While these
methods have been shown to work well on a par-
ticular domain of text such as short paper abstracts
1 Introduction and news articles, their effectiveness and portabil-
iéy across different domains have remained an un-

The keyphrases for a given document refer to . . .
explored issue. Worse still, each of them is based
group of phrases tha¢presenthe document. Al- . :
n a set of assumptions, which may only hold for

though we often come across texts from diﬁerent(t)h :
. o ._ the dataset on which they are evaluated.
domains such as scientific papers, news articles

and blogs, which are labeled with keyphrases b Consequentlywe have little understanding of
the authors, a large portion of the Web content refymw effective the state-of the-art systems would be
mains untagged. While keyphrases are excelleR @ completely new dataset from a different do-
means for providing a concise summary of a dodhain A few questions arise naturally. How would
ument, recent research results have suggested tH}se systems perform on a different dataset with
the task of automatically identifying keyphraseéheir original configuration? What could be the
from a document is by no means trivial. Re-.Underlying reasons in case they perform poorly?
searchers have explored both supervised and ug-there any system that can generalize fairly well
supervised techniques to address the problem Bfross various domains?

automatic keyphrase extraction. Supervised meth- We seek to gain a better understanding of the
ods typically recast this problem as a binary classtate of the art in unsupervised keyphrase ex-
sification task, where a model is trained on anndraction by examining the aforementioned ques-
tated data to determine whether a given phrasetions. More specifically, we compare five unsu-
a keyphrase or not (e.g., Frank et al. (1999), Tupervised keyphrase extraction algorithms on four
ney (2000; 2003), Hulth (2003), Medelyan et alcorpora with varying domains and statistical char-
(2009)). A disadvantage of supervised approachesteristics. These algorithms represent the ma-

State-of-the-art approaches for unsuper-
vised keyphrase extraction are typically

evaluated on a single dataset with a single
parameter setting. Consequently, it is un-
clear how effective these approaches are
on a new dataset from a different domain,

and how sensitive they are to changes in
parameter settings. To gain a better under-
standing of state-of-the-art unsupervised
keyphrase extraction algorithms, we con-

duct a systematic evaluation and analysis
of these algorithms on a variety of stan-

dard evaluation datasets.
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jor directions in this research area, including Tfof all the gold standard keyphrases from all the
Idf and four recently proposed systems, namelgets to construct one single set of annotation for
TextRank (Mihalcea and Tarau, 2004), SingleReach paper. As Table 1 shows, each NUS pa-
ank (Wan and Xiao, 2008), ExpandRank (Warper, both in terms of the average number of to-
and Xiao, 2008), and a clustering-based approadens (8291) and candidate phrases (2027) per pa-
(Liu et al., 2009b). Since none of these systemger, is more than five times larger than any doc-
(except TextRank) are publicly available, we reument from any other corpus. Hence, the num-
implement all of them and make them freely availber of candidate keyphrases that can be extracted
able for research purposésTo our knowledge, is potentially large, making this corpus the most
this is thefirst attempt to compare the perfor- challenging of the four.

mance of state-of-the-art unsupervised keyphraseFinally, thel CSlI meeting corpus (Janin et al.,

extraction systems on multiple datasets. 2003), which is annotated by Liu et al. (2009a),
includes 161 meeting transcriptions. Following
2 Corpora Liu et al., we remove topic segments marked as

Our four evaluation corpora belong to differentchitchat’ and ‘digit’ from the dataset and use all
domains with varying document properties. Tathe remaining segments for evaluation. Each tran-
ble 1 provides an overview of each corpus. script contains three sets of keyphrases produced
The DUC-2001 dataset (Over, 2001), which is Py the same three human annotators. Since it is
a collection of 308 news articles, is annotated b0Ssible to associate each set of keyphrases with
Wan and Xiao (2008). We report results on all 308iS annotator, we evaluate each system on this
articles in our evaluation. dataset three times, once for each annotator, and
The Inspec dataset is a collection of 2,000 ab-feport the average score. Unlike the other three
stracts from journal papers including the paper tidatasets, the gold standard keys for the ICSI cor-
tle. Each document has two sets of keyphrases &S are mostly unigrams.
signed by the indexers: tto®ntrolled keyphrases
which are keyphrases that appear in the

specthesaurus; and thencontrolled keyphrases A generic unsupervised keyphrase extraction sys-
which do not necessarily appear in the thesaurugam typically operates in three steps (Section 3.1),

This is a relatively popular dataset for automatiyhich will help understand the unsupervised sys-
keyphrase extraction, as it was first used by Hultfmgs explained in Section 3.2.

(2003) and later by Mihalcea and Tarau (2004)
and Liu et al. (2009b). In our evaluation, we use.1 Generic Keyphrase Extractor

the set of 500 abstracts designated by these pre\éifep 1: Candidate lexical unit sdection The
ous approaches as the test set and its set of unceps; step is to filter out unnecessary word to-
trolled keyphrases. Note that the average doCyens from the input document and generate a list

ment length for this dataset is the smallest among potential keywords using heuristics. Com-

all our datasets. monly used heuristics include (1) using a stop
The NUS Keyphrase Corpus (Nguyen and \yqrq jist to remove non-keywords (e.g., Liu et al.

Kan, 2907) includes 211 scientific conference p 009b)) and (2) allowing words with certain part-
pers with lengths between 4 to 12 pages. Ealy speech tags (e.g., nouns, adjectives, verbs) to
paper has one or more sets of keyphrases assigngd onsidered candidate keywords (Mihalcea and
by its author; and other an.notators. We use all the, 5 (2004), Liu et al. (2009a), Wan and Xiao
211 papers in our evaluation. Since the numbebnngy). In all of our experiments, we follow Wan
of annotators can be different for different docu 4 xiao (2008) and select as candidates words
ments and the annotators are not specified alowth the following Penn Treebank tags: NN, NNS,
with the annotations, we decide to take the uniop\'NP’ NNPS, and JJ, which are obtained using the

'See http://www.hit.utdallas.edu/ Stanford POS tagger (Toutanova and Manning,
~ saidul/code.html for details. 2000)_

3 Unsupervised Keyphrase Extractors
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Corpora
DUC-2001 Inspec NUS ICSI
Type News articles| Paper abstracts Full papers| Meeting transcripts|
# Documents 308 500 211 161
# Tokens/Document 876 134 8291 1611
# Candidate words/Document 312 57 3271 453
# Candidate phrases/Document 207 34 2027 296
# Tokens/Candidate phrase 15 1.7 1.6 15
# Gold keyphrases 2484 4913 2327 582
# Gold keyphrases/Document 8.1 9.8 11.0 3.6
U/B/T/O distribution (%) 17/61/18/4 13/53/25/9 27/50/16/7 68/29/2/1
# Tokens/Gold keyphrase 2.1 2.3 2.1 1.3

Table 1: Corpus statistics for the four datasets used irptper.A candidate word/phrase, typically a sequence
of one or more adjectives and nouns, is extracted from therdent initially and considered a potential keyphrase. The
U/B/T/O distribution indicates how the gold standard keys distributed among unigrams, bigrams, trigrams, androthe
higher order n-grams.

Step 2. Lexical unit ranking Once the can- whereD is the total number of documents ahg
didate list is generated, the next task is to ranié the number of documents containing

these lexical units. To accomplish this, it is nec- Given a document, we first compute the Tf-
essary to build a representation of the input texflf score of each candidate word (see Step 1 of
for the ranking algorithm. Depending on the unihe generic algorithm). Then, we extract all the
derlying approach, each candidate word is reprdongest n-grams consisting of candidate words
sented by its syntactic and/or semantic relatiord score each n-gram by summing the Tf-Idf
ship with other candidate words. The relationshiFCcores of its constituent unigrams. Finally, we out-
can be defined using co-occurrence statistics, eRut the topN' n-grams as keyphrases.

ternal resources (e.g., neighborhood documentsy o TextRank

Wikipedia), or other syntactic clues. In the TextRank algorithm (Mihalcea and Ta-

Step 3: Keyphraseformation In the final step, rau, 2004), a text is represented by a graph. Each
the ranked list of candidate words is used to fornyertex corresponds to a word type. A weight,
keyphrases. A candidate phrase, typically a sg;,;, is assigned to the edge connecting the two
quence of nouns and adjectives, is selected as grtices, v; and v;, and its value is the number
keyphrase if (1) it includes one or more of thepf times the corresponding word types co-occur
top-ranked candidate words (Mihalcea and Tarayithin a window of W words in the associated
(2004), Liu et al. (2009b)), or (2) the sum of thetext. The goal is to (1) compute the score of each
ranking scores of its constituent words makes it gertex, which reflects itnportance and then (2)
top scoring phrase (Wan and Xiao, 2008). use the word types that correspond to the highest-
scored vertices to form keyphrases for the text.
The score for;, S(v;), is initialized with a de-

As mentioned above, we re-implement five unsufault value and is computed in an iterative manner
pervised approaches for keyphrase extraction. Bantil convergence using this recursive formula:

low we provide a brief overview of each system.

S(vi) = (1 —d)+dx L [ —
321 Tf-Idf ;() 2 oyeAdi(og) Wik

Tf-1df assigns a score to each ternn a doc- , L _ @)
umentd based on's frequency ind (term fre- whereAdj(v;) denotesy;’s neighbors and is the

quency) and how many other documents inclugdamping factor set to 0.85 (Brin and Page, 1998).

¢ (inverse document frequency) and is defined adntuitively, a vertex will receive a high score if it
has many high-scored neighbors. As noted before,

tfidf; = tf; x log(D/Dy) (1) after convergence, tHE% top-scored vertices are

3.2 TheFiveKeyphrase Extractors

Wyi

S(vj)
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selected as keywords. Adjacent keywords are therearest neighbors are identified, and together they

collapsed and output as a keyphrase. form a larger document set df+1 documents,
According to Mihalcea and Tarau (2004), Tex-D = {do,d1,ds,...,d;}. Given this document

tRank’'s best score on thénspec dataset is set, a graph is constructed, where each vertex cor-

achieved when only nouns and adjectives are usé@sponds to a candidate word typelin and each

to create a uniformly weighted graph for the texedge connects two vertices andv; if the corre-

under consideration, where an edge connects tvggonding word types co-occur within a window of

word types only if they co-occur within a window W words in the document set. The weight of an

of two words. Hence, our implementation of Tex-edgew(v;, v;), is computed as follows:

tRank follows this configuration.

w(vi,v;) = sim(do,dx) x freqa, (vi,v;)  (3)
3.23 SingleRank dpeD

, SingleRank (Wan and Xiap, 2008) is ESSeNyhere sim(dy, dy) is the cosine similarity be-
tially a TextRank approach with thr.ee major d'f'tween dy and dy, and freqy, (v;,v;) is the co-
ferences. First, while each edge in a TeXtRangccurrence frequency of andv, in document.

graph (in Mihalce_a and Tarau’s irr_lplem(_antationbnce the graph is constructed, the rest of the pro-
has the same weight, each edge in a SlngIeRa%dure is identical to SingleRank

graph has a weight equal to the number of times
the two corresponding word types co-occur. Sed.2.5 Clustering-based Approach

ond, while in TextRank only the word types that |ju et al. (2009b) propose to cluster candidate
correspond to the top-ranked vertices can be usegbrds based on their semantic relationship to en-
to form keyphrases, in SingleRank, we do not filsyre that the extracted keyphrases/erthe en-
ter out any low-scored vertices. Rather, we (Llire document. The objective is to have each clus-
score each candidate keyphrase, which can be a@f represent a unique aspect of the document and
longest-matching sequence of nouns and adjegzke a representative word from each cluster so
tives in the text under consideration, by summinghat the document is covered from all aspects.
the scores of its constituent word types obtained More specifically, their algorithm (henceforth
from the SingleRank graph, and (2) output tie referred to as KeyCluster) first filters out the stop
highest-scored candidates as the keyphrases {@brds from a given document and treats the re-
the text. Finally, SingleRank employs a windowmaining unigrams as candidate words. Second,
size of 10 rather than 2. for each candidate, its relatedness with another
candidate is computed by (1) counting how many
324 ExpandRank times they co-occur within a window of sié”
ExpandRank (Wan and Xiao, 2008) is an the document and (2) using Wikipedia-based
TextRank extension that exploits neighborhoodtatistics. Third, candidate words are clustered
knowledge for keyphrase extraction. For a giveibased on their relatedness with other candidates.
documentd, the approach first finds it& near- Three clustering algorithms are used of which
est neighboring documents from the accompanypectral clustering yields the best score. Once
ing document collection using a similarity mea-the clusters are formed, one representative word,
sure (e.g., cosine similarity). Then, the graph focalled an exemplar term, is picked from each clus-
d is built using the co-occurrence statistics of theer. Finally, KeyCluster extracts from the docu-
candidate words collected from the document itment all the longest n-grams starting with zero
self and itsk nearest neighbors. or more adjectives and ending with one or more
Specifically, each document is represented byouns, and if such an n-gram includes one or more
a term vector where each vector dimension coexemplar words, it is selected as a keyphrase. As
responds to a word type present in the documeatpost-processing step, a frequent word list gener-
and its value is the Tf-Idf score of that word typeated from Wikipedia is used to filter out the fre-
for that document. For a given documelgt its ¥ quent unigrams that are selected as keyphrases.
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4 Evaluation the resulting keyphrases. In addition, to give an
estimate of how each system performs in terms of

4.1 Experimental Setup F-score, we also plot curves corresponding to dif-
TextRank and SingleRank setup Following ferent F-scores in these graphs.

Mihalcea and Tarau (2004) and Wan and Xiagrf.|df Consistent with our intuition, the preci-

(2008), we set the co-occurrence window size fogjon of Tf-Idf drops as recall increases. Although
TextRank and SingleRank to 2 and 10, respeg js the simplest of the five approaches, Tf-Idf is
tively, as these parameter values have yielded thge pest performing system on all but timspec
best results for their evaluation datasets. dataset, where TextRank and KeyCluster beat Tf-
ExpandRank setup Following Wan and Xiao |df on just a few cases. It clearly outperforms all
(2008), we find the 5 nearest neighbors for eacbther systems for NUS and ICSI.

document from the remaining documents in thgextRank The TextRank curves show a differ-
same corpus. The other parameters are set in tBgt progression than Tf-Idf: precision does not
same way as in SingleRank. drop as much when recall increases. For instance,
KeyCluster setup As argued by Liu et al. in case of DUC and ICSI, precision is not sensi-
(2009b), Wikipedia-based relatedness is computéive to changes in recall. Perhaps somewhat sur-
tionally expensive to compute. As aresult, we folprisingly, its precision increases with recall for

low them by computing theo-occurrence-based speg allowing it to even reach a point (towards
relatedness instead, using a window of size 1@he end of the curve) where it beats Tf-1df. While
Then, we cluster the candidate words using speadditional experiments are needed to determine
tral clustering, and use the frequent word list thathe reason for this somewhat counter-intuitive re-
they generously provided us to post-process thault, we speculate that this may be attributed to
resulting keyphrases by filtering out those that arthe fact that the TextRank curves are generated
frequent unigrams. by progressively increasing' (i.e., the percent-
age of top-ranked vertices/unigrams that are used
to generate keyphrases) rather than the number of
In an attempt to gain a better insight into thepredicted keyphrases, as mentioned before. In-
five unsupervised systems, we report their perfocreasingl” does not necessarily imply an increase
mance in terms of precision-recall curves for eachn the number of predicted keyphrases, however.
of the four datasets (see Figure 1). This contras see the reason, consider an example in which
with essentially all previous work, where the perwe want TextRank to extract the keyphrase “ad-
formance of a keyphrase extraction system is raranced machine learning” for a given document.
ported in terms of an F-score obtained via a palAssume that TextRank ranks the unigrams “ad-
ticular parameter setting on a particular datasetanced”, “learning”, and “machine” first, second,
We generate the curves for each system as faknd third, respectively in its ranking step. When
lows. For Tf-Idf, SingleRank, and ExpandRank, " = % wheren denotes the total number of
we vary the number of keyphrases, predicted candidate unigrams, only the two highest-ranked
by each system. For TextRank, instead of varydnigrams (i.e., “advanced” and “learning”) can
ing the number of predicted keyphrases, we varge used to form keyphrases. This implies that
T, the percentage of top-scored vertices (i.e., urfadvanced” and “learning” will each be predicted
igrams) that are selected as keywords at the erd a keyphrase, but “advanced machine learning”
of the ranking step. The reason is that TextRanwill not. However, whenl’ = % all three un-
only imposes a ranking on the unigrams but nagrams can be used to form a keyphrase, and
on the keyphrases generated from the high-rankeihce TextRank collapses unigrams adjacent to
unigrams. For KeyCluster, we vary the numbeeach other in the text to form a keyphrase, it will
of clusters produced by spectral clustering ratharorrectly predict “advanced machine learning” as
than the number of predicted keyphrases, agamkeyphrase. Note that as we incredsérom %
because KeyCluster does not impose a ranking @a % recall increases, and so does precision, since

4.2 Resultsand Discussion
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Figure 1: Precision-recall curves for all four datasets

“advanced” and “learning” are now combined tocompared to Tf-Idf. The curves also prove Tex-
form one keyphrase (and hence the number of préRank’s sensitivity tol on Inspeg but not on the
dicted keyphrases decreases). In other words,dther datasets. This certainly gives more insight
is possible to see a simultaneous rise in precisianto TextRank since it was evaluated ¢mspec
and recall in a TextRank curve. A natural quesenly for T=33% by Mihalcea and Tarau (2004).
tion is: why does is happen only fonspecbut

not the other datasets? The reason could be at-

tributed to the fact thalihspecis composed of ab- SingleRank SingleRank, which is supposed to
stracts: since the number of keyphrases that can be a simple variant of TextRank, surprisingly ex-
generated from these short documents is relativehibits very different performance. First, it shows
small, precision may not drop as severely as with more intuitive nature: precision drops as recall
the other datasets even when all of the unigramacreases. Second, SingleRank outperforms Tex-
are used to form keyphrases. tRank by big margins on all the datasets. Later,

we will examine which of the differences between
On average, TextRank performs much worsg\em js responsible for the differing performance.
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DUC Inspec NUS ICSI
Parameter| F Parameter| F Parameter| F Parameter] F
Tf-1df N=14 27.0 N=14 36.3 N =60 6.6 N=9 12.1
TextRank | T'=100% | 9.7 | T =100% | 33.0 T =5% 32| T=25% | 2.7
SingleRank N=16 25.6 N =15 353 N=190 | 3.8 N =50 4.4
ExpandRank| N =13 26.9 N =15 353| N=177 | 3.8 N =51 4.3
KeyCluster | m=0.9% | 140 m=0.9% | 406 | m=025% | 1.7| m=09% | 3.2

Table 2: Best parameter settingsis the number of predicted keyphrasgsis the percentage of vertices selected as
keywords in TextRanky is the number of clusters in KeyCluster, expressed in terfims the fraction of candidate words.

ExpandRank Consistent with Wan and Xiao tion. First, in comparison to SingleRank and
(2008), ExpandRank beats SingleRank on DUExpandRank, Tf-ldf outputs fewer keyphrases to
when a small number of phrases are predicted, bathieve its best F-score on most datasets. Second,
their difference diminishes as more phrases atbe systems output more keyphrases on NUS than
predicted. On the other hand, their performancen other datasets to achieve their best F-scores
is indistinguishable from each other on the othefe.g., 60 for Tf-1df, 190 for SingleRank, and 177
three datasets. A natural question is: why doder ExpandRank). This can be attributed in part to
ExpandRank improve over SingleRank only fortthe fact that the F-scores on NUS are low for all
DUC but not for the other datasets? To answehe systems and exhibit only slight changes as we
this question, we look at the DUC articles andutput more phrases.

find that in many cases, the 5-nearest neighbogs, re-implementations Do our duplicated
of a document are on the same topic involving th%ystems yield scores that match the original
same entities as the document itself, presumabgeores? Table 3 sheds light on this question.
because many of these news articles are simply First, consider KeyCluster, where our score

updated versions of an evolving event. Consga s hehingd the original score by approximately
guently, the graph built from the neighboring docB%_ An examination of Liu et als (2009b) re-

uments is helpful for predicting the keyphrases of, 1q reveals a subtle caveat in keyphrase extrac-
the given document. Such topic-wise similarityyjo, evajuations. Innspec not all gold-standard

among the nearest documents does not exist in tQ@yphrases appear in their associated document,
other datasets, however. and as a result, none of the five systems we con-
KeyCluster  As in TextRank, KeyCluster does sider in this paper can achieve a recall of 100.
not always yield a drop in precision as recall imn\while Mihalcea and Tarau (2004) and our re-
proves. This, again, may be attributed to the fagiplementations usall of these gold-standard
that the KeyCluster curves are generated by varkeyphrases in our evaluation, Hulth (2003) and
ing the number of clusters rather than the numtiu et al. address this issue by using as gold-
ber of predicted keyphrases, as well as the wastandard keyphrases only those that appear in the
keyphrases are formed from the exemplars. Arcorresponding document when computing regall.
other reason is that the frequent Wikipedia uniThis explains why our KeyCluster score (38.9) is
grams are excluded during post-processing, malower than the original score (43.6). If we fol-
ing KeyCluster more resistant to precision dropsow Liu et al.'s way of computing recall, our re-
Overall, KeyCluster performs slightly better thanimplementation score goes up to 42.4, which lags
TextRank on DUC and ICSlI, yields the worst perhehind their score by only 1.2.

formance on NUS, and scores the bestmspec Next, consider TextRank, where our score lags
when the number of clusters is high. These resultsehind Mihalcea and Tarau’s original score by
seem to suggest that KeyCluster works better fhore than 25 points. We verified our implemen-
more clusters are used. tation against a publicly available implementation

Best parameter settings Table 2 shows foreach ———— _
As a result, Liu et al. and Mihalcea and Tarau’s scores

system the parameter values ylgldlng the best %.Fe not directly comparable, but Liu et al. did not point this
score on each dataset. Two points deserve memit while comparing scores in their paper.
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Dataset Original | Ours SingleRank W.Sci‘ngleRank+
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mentation is correct. It is also worth mentioning ) F=20
that using our re-implementation of SingleRank, 1°
we are able to match the best scores reported by F=10
Mihalcea and Tarau (2004) dnspec 0 x x s s

0 20 40 60 80 100

We score 2 and 5 points less than Wan and
Xiao’s (2008) implementations of SingleRank and
ExpandRank, respectively. We speculate that dogsigure 2: Ablation results for SingleRank dm-
ument pre-processing (e.g., stemming) has cogpec
tributed to the discrepancy, but additional exper-
iments are needed to determine the reason. ranked unigrams. This is a fairly strict criterion,
SingleRank vs. TextRank Figure 1 shows that especially in comparison to SingleRank, which
SingleRank behaves very differently from Tex-does not require all unigrams of a gold keyphrase
tRank. As mentioned in Section 3.2.3, the twd0 be present in the top-ranked list. We observe
algorithms differ in three major aspects. To desimilar trends for the other datasets.
termine which aspect is chiefly responsible for the )
large difference in their performance, we conduc® Conclusions

three “ablation” experiments. Each expenmen{Ne have conducted a systematic evaluation of five

mokdlfleshexgctéy E ne of It_EeS_? aslgec'lt(s 'nﬁs'ngleleftate-of-the-art unsupervised keyphrase extraction
ank so that it behaves like TextRank, efiective yalgorithms on datasets from four different do-

ensuring that the two algorithms differ only in themains. Several conclusions can be drawn from

remaining two aspects. More specifically, in theour experimental results. First, to fully under-

three experiments, we (1) change SingleRank’gtand the strengths and weaknesses of a keyphrase

window size to 2, (2) build an unweighted graph

for SinaleRank. and (3) i o TextRank’ extractor, it is essential to evaluate it on multi-
or SingleRank, and (3) incorporate TextRan Sple datasets. In particular, evaluating it on a sin-

way of forming keyphrases into SingleRank, re-%e dataset has proven inadequate, as good per-

spective_ly. Figu_re 2 shows the resultant curve rmance can sometimes be achieved due to cer-
along with the SingleRank and TextRank CUNVEE,in statistical characteristics of a dataset. Sec-

on Inspectaken from Figure 1b. As we can See’ond, as demonstrated by our experiments with

the way of forming phrases, rather than the WinTextRank and SingleRank, post-processing steps

dow size or the weight assignment method, hascijch as the way of forming keyphrases can have

the Iarge_st impact on :[he scores. In_fact, after ing large impact on the performance of a keyphrase
corporating TextRank’s way of forming phrases

) " , extractor. Hence, it may be worthwhile to investi-
SlngIeRarjk e.Xh'b'tS a remarkable drop in perfore ate alternative methods for extracting candidate
mance, yielding a curve that resembles the Te)aeyphrases (e.g., Kumar and Srinathan (2008),
tRank curve. Also note that SingleRank achieve%u et al. (2009)). Finally, despite the large
better recall values than TextRank. To see the rea—m ount of recent work on uns’upervise d keyphrase
son, recall that TextRank requires that every wor xtractor, our results indicated that Tf-1df remains
of a gold keyphrase must appear among the to%- strong baseline, offering very robust perfor-

3http://github.com/sharethis/textrank mance across different datasets.

Recall (%)
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