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Abstract

This paper presents a fuzzy set theory
based approach to Chinese sentence-level
sentiment classification. Compared with
traditional topic-based text classification
techniques, the fuzzy set theory provides
a straightforward way to model the
intrinsic fuzziness between sentiment
polarity classes. To approach fuzzy
sentiment classification, we first propose
a fine-to-coarse strategy to estimate
sentence sentiment intensity. Then, we
define three fuzzy sets to represent the
respective sentiment polarity classes,
namely positive, negative and neutral
sentiments. Based on sentence sentiment
intensities, we further build membership
functions to indicate the degrees of an
opinionated sentence in different fuzzy
sets. Finally, we determine sentence-level
polarity under maximum membership
principle. We show that our approach can
achieve promising performance on the
test set for Chinese opinion analysis pilot
task at NTCIR-6.

Introduction

Although recent years have seen a (great
progress in sentiment analysis, it is still
challenging to develop a practical sentiment
classifier for open applications. This is largely
due to the particularities of subjective languages.
Unlike factual text, opinion text is usually
expressed in a more subtle or arbitrary manner
(Pang and Lee, 2008). Moreover, the sentiment
orientation of a subjective expression is often
context, domain and/or even order-dependent
(Pang and Lee, 2008). This makes it hard to
explore informative cues for sentiment
classification. In particular, the final semantic
orientation of an opinionated sentence often
depends on the synthetic effects of all sentiment
units (e.g. sentiment words or phrases) within it.
Therefore, sentiment granularity selection and
polarity aggregation are two important factors
that affect sentiment classification performance.

In addition, real opinion texts do not contain
precisely-defined criteria of membership with
respect to polarity classes. Most current work
employs supervised machine learning techniques
like naive Bayesian models and support vector
machines to perform sentiment classification.
While they have shown a good performance in
traditional topic-based text classification tasks
(Wang, 2006), their applications in sentiment
classification are far from satisfactory (Pagig

With the explosive growth of the user-generatedl., 2002). The reason might be the intrinsic
content on the web over the past years, opinidHzziness between sentiment polarity classes.
mining has been attracting an ever-increasifgelative to the concept of objective topics like

amount of attention from the natural languaggPorts and politics in

traditional  text

processing community. As a key issue ilassification, the division betweerpositive
opinions mining, sentiment classification aims tgentimentsand negative sentimentsis rather
classify opinionated documents or sentences ¥8gue, which does not make clear boundary
expressing positive, negative or neutral opinion§etween their conceptual extensions. Such vague
and plays a critical role in many opinion miningconceptual extension in sentiment polarity
applications such as opinion summarization arigevitably raises another challenge to sentiment
opinion question answering. classification.
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To address the above problems, in this pap&urney (2002) presents a technique for inferring
we exploit fuzzy set theory to perform Chines¢he orientation and intensity of a phrase
sentiment classification at sentence level. Taccording to its PMI-IRstatistical association
approach this task, we first consider multiplevith a set of strongly-polarized seed words.
sentiment granularities, including sentimenMore recently, Wilsoret al. (2009) distinguish
morphemes, sentiment words and sentimeptior and contextual polarity, and thus describe a
phrases, and develop a fine-to-coarse strategy foethod to phrase-level sentiment analysis. At
computing sentence sentiment intensity. Thesgentence level, Yu and Hatzivassiloglou (2003)
we reformulate the three classes of sentimeptopose to classify opinion sentences as positive
orientations, namely positive, negative andr negative in terms of the main perspective
neutral sentiments, as three fuzzy setdeing expressed in opinionated sentences. Kim
respectively. To describe the membership of aand Hovy (2004) try to determine the final
opinion sentence in a special sentiment fuzzy seentiment orientation of a given sentence by
we further construct membership functions basembmbining sentiment words within it. However,
on sentence sentiment intensity, and thukeir system is prone to produce error sentiment
determine the final semantic orientation of a@lassification because they only consider
given opinionated sentence under the principle sentiment words near opinion holders and ignore
maximum membership. We show that thesome important words like adversative
proposed approach can achieve a promisirgpnjunctions. To compute sentiment intensity of
performance on the test set for Chinese opiniaspinionated sentences, in this study we propose a
analysis pilot task at NTCIR-6. fine-to-coarse strategy, which take into account

The remainder of the paper is organized asultiple granularity sentiments, from sentiment
follows: Section 2 provides a brief review of thanorphemes, sentiment words to sentiment
literature on sentiment classification. In Section Bhrases, and can thus handle both unknown
we describe the fine-to-coarse strategy fdexical sentiments and contextual sentiments in
estimating sentiment intensity of opinionatedentiment classification.
sentences. Section 4 details how to apply fuzzy Most recent studies apply machine learning
set theory in sentiment classification. Section &chniques to perform sentiment classification.
reports our experimental results on NTCIR-6anget al. (2002) attempt three machine learning
Chinese opinion data. Finally, section 6@nethods, namely naive Bayesian models,
concludes our work and discusses some possilmiaximum entropy and support vector machines

directions for future research. in sentiment classification. They conclude that
the traditional machine learning methods do not
2 Related Work perform well enough in sentiment analysis.

Wilson et al. (2009) further employ several

Sentiment classification has been extensivel . . ) )
studied at different granularity levels. At Iexical'¥1"JlChIne learning algorithms to explore important

. features for contextual polarity identification.
level, An_dreevskala and _Bergler (.2006) eXp.IO'E)ifferent from most existing works that focus on
an algorithm for extracting sentlment-bearlnqr

- aditional text classification techniques, in this
adjectives from the WordNet based on fuzz o
logic. Following (Turney, 2002), Yuert al. gtudy we attempt fo resolve sentiment

(2004) investigate the association betwe ??assification problems under the framework of

olarity words and some  stronalv-polarized“Z2Y set theory. We choose fuzzy set theory
P y . . giy-p ecause it provides a more straightforward way
morphemes in Chinese, and present a method

r . . . . . .
inferring sentiment orientations of Chinese words: represent the intrinsic fuzziness in sentiment.
More recently, Kuet al (2009) consider eight 3
morphological types that constitute Chinese
opinion words, and develop a machine learnintp this section, we describe a fine-to-coarse
based classifier for Chinese word-level sentimestrategy to compute sentence-level sentiment
classification. They show that using wordntensity. After a brief discussion of the
structural features can improve performance irelationship between Chinese sentiment words
word-level polarity classification. At phase leveland their component morphemes in Section 3.1,

Sentence-L evel Sentiment Intensity
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we extract a dictionary of sentiment morphemeiss component morphemes. In other words, word-
from a sentiment lexicon, and compute theilevel polarity can often be determined by some
opinion scores using a modified chi-squar&ey component sentiment morphemes within
techniqgue. Then, we develop two rule-basesentiment words. Take the following three
strategies for word-level and phrase-levesentiment words for exampl&{ 3% ‘undermine’,
pOIarity identiﬁcation, reSpeCtiver. Fina”y, we FI%D]\& ‘Corruption’, andm&% ‘degenerate’. They
calculate the final sentiment intensity of anpare 4 same negative sentiment morphfine
opinionated sentence by summing the opiniorf\a",’ and thus have the same negative
score of all phrases within it. orientation. Based on this observation, here we

3.1 Sentiment wordsand morphemes use morpheme-level polarity, rather than a
sentiment lexicon, to predict the polarity of static

As shown in Table 1, Chinese sentiment wordgentiment words, particularly the OOV sentiment
can be categorized into static polar words angords in real text.

dynamic polar words. The polarity of a static as for dynamic sentiment words, traditional

polar word remains unchanged while a dynamigyicon-hased methods do not work for their real
polar word may have different polarity inpojarity changes with contexts. We will discuss
different contexts or domains. the problem of dynamic polarity identification in

Section 3.4.

Type Example
Static |Positive  |3£[ ‘beautiful’, #52% ‘gentle’| 3.2 ldentifying mor pheme-level polarity
polar |Negative |B1%; ‘beggary’, iz ‘wrong’

word - o , Sent_iment_ morphemes prove to be helpful in
[Neutral |3 nTEL “acceptable dealing with OOV polarity (Ku et al, 2009).

Dynamic polar wordsk'big’, /& high’ However, there is not a dictionary of sentiment

Table 1. Types of Chinese sentiment words morphemes available for sentiment analysis. To

avoid this, we propose to automatically extract

For a static polar word, its polarity can besentiment morphemes from some existing
easily determined by referring to a sentimendentiment lexicon using chi-squayé)(technique.

lexicon. However, a precompiled diCtionaryFormma (1) presents t[ﬁ of a morphemenm
cannot cover all sentiment words in real texiyithin a sentiment word of categocy

which raises an issue of predicting the polarity of NX (N XNy, =Ny, X1,.)° )

out-of-vocabulary (OOV) sentiment words. To X (mnc)=(n1 )0 1+n22)(nl n 2)1(nl )

address this problem, we introduce sentiment T e AL e
ere m denotes a sentiment morphene]

morphemes. As Table 2 shows, here we consid L : .
two types of sentiment morphemes, namel ositive, n_egatlve} denotes the polarity of a
| ertain sentiment wordl that contairm. n is the

ositive morphemes and negative morphemes. X X .
P b 9 orphemes total number of sentiment words in the lexicon.

_ Sentiment word TO calculatey’, we need to construct ax2
Morpheme Sentiment |- ,cod by sentimd  contingency table from the sentiment lexicon. As
types morphemes , rohemes shown in Table 3py, Ny, Ny andny, denote the
%2 ‘exquisite’ observed frequencies, respectively.
. F*'beauty’ |,.2. . ,
Positive fit3£ ‘graceful
morphemes HE ke’ Polar wordw | belong toc not belong ta
Hilove % % ‘adoration’ containm M N1
— L L not containm | ny; Ny,
vmevins |74 ‘pollution :
Negative |7 9" |25 comruption Table 3. The 22 contingency table fgr
mOrPhemes, gy |/ ‘corruption® The traditional? statistics in Formula (1) can
WA ‘undermine demonstrate the degree of contributions that a

Table 2. Types of Chinese sentiment morphemeg;ntiment morpheme forms a special group of
] ) sentiment words. However, it cannot indicate
In most cases, the polarity of a sentiment wWorlhether the morpheme and the sentiment

is closely related to the semantic orientation Qfaieqory are either positively- or anti-correlated.

314



Such information is very important for inferringthe y* value of each sentiment morphemeénto
word-level polarity from sentiment morphemesi-1, 1] by dividing it with the maximum absolute
To compensate for this deficiency, we modifyalue. Such normalized chi-square, denoted by
the traditional? by injecting positive correlation chi(m), is further viewed as the opinion score of
and anti-correlation. Following (Wang, 2006)the sentiment morphemen. Thus, we can
we introduce the following two rules indetermine whether a word is a sentiment or not
determining the sign of correlation between thasing a simple rule: if a word contains sentiment
sentiment category of words and their componentorphemes, it is a sentiment word. Finally, we
sentiment morphemes. can calculate the opinion score of a wosd
® If npxny Moxny>0, the morpheme and consisting of morphemes, (1<i<2), using the
the sentiment category are positivelyfollowing two rules.
correlated. In this case, a largéimplies ® If myis a negation, e.g/~ ‘not’” and ik

a higher likelihood that the morpheme ‘non-’, thenScorgw)= -1x chi(m).

belongs to the sentiment category. ® |f myis not a negation morpheme, then
® If miXnyp Mpxnx;<0, the morpheme and Scordw)=Sigr(chi(m))xMax(|chi(m)]).

the sentiment category are anti-correlated. Where, Max(|chiim)|) is the largest

In this case, a larger’ value implies a absolute value among the opinion scores

higher likelihood that the morpheme does of morphemes within a wordw,

not belong to the sentiment category. Sigr(chi(m)) denotes the positive or
Thus, we obtain a modifieg® statistics as negative sign o, namely -’ and ‘+'.

follows.

nx (XM, —n, XN, (2) 34 ldentifying phrase-level polarity

'=sj XN, —N.,xn,)
XS ™ ), ) )6, ) To handle contextual polarity, we apply lexical

With they* statistic, we can build a dictionary polarity to determine the sentiment orientation of
of sentiment morphemes from a source sentimephrases within an opinionated sentence. Based on
lexicon, and further determine the polarity O{Hatzivassiloglou and Wiebe, 2000) and (Turney,
each sentiment morpheme using the two rules 2802), we consider four types of structures (as
shown in Definitions 1 and 2. shown in Table 5) during sentiment phrase
Definition 1 (positive sentiment morphemes).  extraction. To simplify the process, we reduce
If the 5* statistic between a morpheme and some function words likéf] “s’ and 5 ‘and’
positive sentiment words is greater than zergom the input sentences before extraction in that
thenm can be identified as positive. they have no influence on sentiment orientation
Definition 2 (negative sentiment morphemes). - determination, and focus on extracting two
If the ) statistic between a morpheme and consecutive words. Different from (Turney,
positive sentlr_nent_yvords is smal!er than Zer®002), we consider phrases with negations as
thenm can be identified as is negative. their initial words. In this way, we can handle the

Table 4 illustrates some extracted sentimefcq| negation that may reverse polarity.
morphemes and theif values.

Phrase structures Examples
Types of morphemes| Examples 7 Phases containing A i d
%'beautiful’ | 111.78 adjective = ‘high success rate
Positive morphemes E:Lo;/;’)yy ig?g \Ijgrrtz)ises containing CEPAN fitcarefully discuss’
;E‘die’ _104-_97 Phrase containing ar> X # A EH H /intent to
Negative morphemes| i ‘failed -45.28 'gr']om eainm _tdecelve the public’
SErevil 72.37 rases beginning wi t}iﬁiﬁﬁ‘no evidence’

a negation
Table 5. Structures of opinion phrases

Table 4.5” values of sentiment morphemes

3.3 Identifying wor d-level polarity

To d - d-level polari | ' For words that contain three or more characters,
O determine word-leve . polarity, we emp O_yparticularly the four-character idioms, their polarity
morpheme-based rules. First of all, we normalizgy, pe determined using the second rule.
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After opinion phrase extraction, we continue is the largest absolute value among the
to calculate the opinion score of the extracted word-level opinion scores.
phrases using rules that are similar to (Hu and
Liu, 2004). Before going to the details of phrase4  Sentence Sentiment Classification
level opinion score calculation, we need to givi 1
some definitions in advance. :
Definition 3 (increased dynamic polar words).
An increased dynamic polarity word can increas@s we have mentioned above, sentiment polarity
the orientation strength of sentiment words that is vague with regard to its conceptual extension.
modifies without changing their polarity. ForThere is not a clear boundary between the
example, the wordk ‘serious’ in the phrase concepts of “positive”, “neutral” and “negative”.
ﬁ%j{ ‘serious po”ution’ and the Word% To better handle such intrinsic fuzziness in
‘high’ in the phrasé¥ 25 & ‘high benefit. sentiment polarity, we apply the fuzzy'set_theory
Definition 4 (decreased dynamic polar word). by (Zadeh,_1965) to sentiment classification. To
A decreased dynamic polarity word can decrea so, we first redefine sentiment clas_ses as three
the orientation strength of sentiment words that iH22Y Sets, and then apply existing fu.zzy
modifies and at the same time, reverse the stributions to construct membership functions

polarity. For example, the word/[¢” ‘little’ in or the three sentiment fuzzy sets.

he phraséz i/ il llution’ and th q In our formulation, all the opinionated
the phrase=</)» “little pollution” and the word  goniences under discussion are represented as a

{& ‘low’ in the phrase & fiX ‘low benefit’. sorted set, denoted by in terms of their opinion
To calculate phrase-level opinion scores, Wgcores. Thus, we haveX = [Min(Opinion
construct a dictionary of dynamic polar words bEcore{S)), ..., Max(Opinion Scor€s))]. Where,
extracting adjectives and verbs that contain i&{1,...,n}, Min(Opinion  Scoré)) and
single-character seed morpheme like'little’  Max(Opinion ScoréS)) denotes the respective
from the training corpus. Table 6 illustrates somginimum and maximum opinion scores. The
increased and decreased dynamic polar wordstails of the fuzzy sets and their membership

Sentiment fuzzy sets and membership
functions

and their signs for changing polarity. functions are given in Definitions 5, 6 and 7,
_ respectively.
Dynamic Example Polarity sign Definition 5 (positive sentiment fuzzy set). if X
polar word | is a collection of sentiment opinions (denoted by
= ‘high’

X), then a positive sentiment fuzzy $ein X can

Increased | 51l ‘increase’ | Sigr(increased)=1 | o yefined as a set of ordered pairs, namely

#H ‘upgrade’

T ‘down’ P ={(xu5(x)) [ xO X},
Decreased | /> ‘reduce’ Sigr(decreased) 1| whereys(x) denotes the membership function of
/1> ‘diminish’

xin P that mapsX to the membership spabt
We choose the rise semi-trapezoid distribution

With these dynamic polar words, we can the Immermann, 200.1.) as 'ghe membership
unction of the positive sentiment fuzzy set,

calculate the opinion score of a given opinio
phrasep; that consists of two words (denoted b)}1

Table 6. Dynamic words and their polarity sign

amely

w;, j{{1,2}), using three rules as follows. 0, x<a
® If wis a negation, e.gh ‘no’ and A 1 (X) = X“8 o <x<b 3)
‘without’, thenScorép;) = -1xScoréw,). b-a
® If p involves a dynamic wordv, then 1, X>Db

Scorgp) = Sigr(wy) x Scorgw). Where, \yherex denotes the opinion score of a sentence
Signiwg) denotes the polarity sign of ynder discussion. The adjustable parameters
dynamic words shown in Table 6. andb can be defined ag = Min(x) + L (Max(x)

® Otherwise, Scorgp) = Signw) x Max . Min(x)/k) and b = Min(x) + i (Max(x) -
(IScorgwi)|). Where MagScorgword)|)  Min(x)/k), respectively. Max(x) and Min(x)
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denote the respective minimum and maximurwherex denotes the opinion score of a subjective
values withinX. 15, A, andk are parameters. Heresentence under discussion. The adjustable
we setl;= 5.2,4, = 5.4, ank = 10. parameters andb can be defined as= Min(x)
Definition 6 (neutral sentiment fuzzy set). if X  + Ay(Max(x) - Min(x)/k) and b = Min(x) +

is a collection of sentiment opinions (denoted byl,(Max(x) - Min(x)/k), respectivelyMax(x) and

x), then a neutral sentiment fuzzy €&tn X can ~ Min(x) refer to the corresponding minimum and

be defined as a set of ordered pairs, namely ~ Maximum values inX. i, 1, and k are
E ={(%, £=()) | xO X} parameters. Here we sigt5.2,/,=5.3 anck=10.
] E 1]

wherey(x) denotes the membership function of+-2 ~ Determining sentence polarity

xin E that maps to the membership spabe Based on the above membership functions, we
As shown in Formula (4), we also select th&a&n now calculate the grade of membership of a
semi-trapezoid distribution (Zimmermann, 2001¢/VeNn opinionated sentence in each sentiment

as the membership function of the neutrdHZZY Set, and thus determine its polarity under
sentiment fuzzy set. the principle of maximum membership. The

basic idea is as follows: L&, A,, ..., A, be the

?(’_a x=a fuzzy sets oK. [xUX, if
boa’  O5XP A(x) = max{ A%}
He(X) =11, bsx<c () thenx, is a membership of the fuzzy gt
3:2 csx<d 5 Experimentsand Results
0, x=>d To assess the effectiveness of our approach, we

where x denotes the opinion score of a sententBPlemented a classification system for Chinese
under test. a, b, ¢ and d are adjustable parametgg§tence-level sentiment analysis. The system
that can be defined as a = Min(xip.2(Max(xi)- involves three main modules, namely a lexical
Min(xi)/k), b=Min(xi) +m1(Max(xi) - Min(xi)/k), analysis module, a subjectivity detection module
¢ = Min(xi) + m2(Max(xi) - Min(xi)/k) and d= and a sentiment classification module. To
Min(xi) + %2(Max(xi) - Min(xi)/k), respectively. explore lexical cues for'sentlmer'\t analysis, thg
Max(xi) and Min(xi) denotes the respectivémorpheme-based chunking technique by (Fu, Kit
minimum and maximum values within X1,22, and Webster, 2008) is employed in the lexical
m1, m2 and k are parameters, Here wé.et analysis module to carry out word segmentation
5.2,%2 =5.5, ml = 5.26, m2 = 5.33, and k = 10. and part-of-speech tagging tasks. To conform to
Definition 7 (negative sentiment fuzzy set). if X the NTCIR-6 evaluation, a sentiment density-
is a collection of sentiment opinions (denoted byased naive Bayesian classifier is also embedded
X), then a negative sentiment fuzzy $&in X in the second module to perform opinionated

. . entence detection. The details of this classifier
can be defined as a set of ordered pairs, namel £an be seen in (Wang and Fu, 2010). To evaluate

N ={(x, £z () [ xTO X}, our system, we conducted experiments on the
whereu(x) denotes the membership function NTCIR-6 Chinese opinion data. This section

o~ _ reports the experimental results.
of xin N that maps<to membership spadé.

To represent the membership function of the.1  Experimental setup

negative sentiment fuzzy set, we employ the drqp o, experiments, we use the same test set for
semi-trapezoid distribution (Zimmermann, 2001)o chinese opinion analysis tasks at NTCIR-6.

namely The basic statistics is presented in Table 7. For
1 X<a comparison, the performance is reported in terms
b-x 5 of the same metrics as used in NTCIR-6. They
Hg(X) = b_a’ asxs<b ®) are F-score (F), recall (R), precision (P) under
0, x>b the LWK evaluation with lenient standard.
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obtained after using sentiment phrases. This

Item Number reason may be that under the fine-to-coarse
Topics 32 framework, sentiment classification based on
Documents 843 sentiment phrases can handle both internal and
Sentences 11907 external contextual sentiment information, and
Opinionated sentences under the | 62% can thus result in performance improvement.
lenient standard

Table 7. Basic statistics of the test set for

. e Granularity P R F
Chinese opinion tasks at NTCIR-6 Morpheme 0.389 0.480 0.430
, . . . Word 0.393 0.485 0.434
The basic sentiment lexicon used in our Phrase 0.415 0.512 0.458

system contains a total of 17138 sentiment word
which is built from the CUHK and NTU
sentiment lexica by excluding some derived
opinion words like N5Ei ‘not beautiful'. In  ropie 9 jlustrates the comparison of our
addition, we also construct a list of 95 dynamigyiem with the best system for Chinese opinion
polar_lty words using the method described “&nalysis pilot task at NTCIR-6, namely the
Section 3.4. CUHK system (Seket al, 2007; Xu, Wong and
5.2 Experimental results Xia, 2007). As can be seen from Table 9, our
_ , _ system outperforms the CUHK system by 5
The experiments are designed to examine “E)%rcents with regard to F-score, showing the

following two issues: o feasibility of using fuzzy set theory in sentiment
(1) As we have discussed above, it is a keyassification.

issue to select a proper granularity for sentiment

able 8. Performance on sentiment classification
with different sentiment granularity

classification. To determine the sentiment gysiem P R F
orientation of an opinionated sentence, we use AcyHK 0.522 0.331 0.405
fine-to-coarse strategy that considers three typesour system 0.415 0.512 0.458

of sentiment units, namely sentiment morphemesgple 9. Comparison of our system with the best

sentiment words and sentiment phrases. system at NTCIR-6 under lenient standard
Therefore, the first intention of our experiments

is to investigate how the use of differenls Concluson and Future Work
sentiment granularity affects the performance of _
Chinese sentence-level sentiment classificatiol? this paper, we have described a fuzzy set
To do this, we take the above three sentimeffi€ory based framework for Chinese sentence-
granularity as the basic units for computindgeVel sentiment classification. To handle
sentence-level sentiment intensity, respectiveliinknown polarity and contextual polarity as well,
and examine the relevant sentiment classificatid¥® ~ consider three types of sentiment
results. granularities, namely sentiment morphemes,
(2) To the best of our knowledge, this studyvords and phrases in calculating sentiment
may be the first attempt to apply the fuzzy seftensity of opinionated sentenced. Furthermor'e,
theory in Chinese sentiment classificationWe define three fuzzy sets to represent polarity
Therefore, our second motivation is to examinglasses and construct the relevant membership
whether it is feasible to apply fuzzy set theory ifinctions, respectively. Compared with most
sentiment classification by comparing our syste@Xisting work, the proposed approach provides a
with other public systems for Chinese opiniorftraightforward way to model the vagueness in
analysis pilot task at NTCIR-6. conce_ptual division of sentiment polarity. The
Table 8 presents the experimental results wigxPerimental results show that our system
different sentiment granularities. It can béutperforms the best system for Chinese opinion
observed that the system with word as the bagi@alysis pilot task at NTCIR-6 under the lenient
sentiment units slightly performs better than th@valuation standard.
system based on sentiment morphemes. But alhe encouraging results of the fuzzy set-based
prominent improvement of performance can b@PProach suggest several possibilities for future
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