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Abstract

Polarity shifting marked by various
linguistic structures has been a challenge
to automatic sentiment classification. In
this paper, we propose a machine learning
approach to incorporate polarity shifting
information into a document-level
sentiment classification system. First, a
feature selection method is adopted to
automatically generate the training data
for a binary classifier on polarity shifting
detection of sentences. Then, by using the
obtained binary classifier, each document
in the original polarity classification
training data is split into two partitions,
polarity-shifted and polarity-unshifted,
which are used to train two base
classifiers respectively for further
classifier combination. The experimental
results across four different domains
demonstrate the effectiveness of our
approach.
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Pang et al., 2002). In a typical machine learning
approach, a document (text) is modeled as a
bag-of-words, i.e. a set of content words without
any word order or syntactic relation information.
In other words, the underlying assumption is that
the sentimental orientation of the whole text
depends on the sum of the sentimental polarities
of content words. Although this assumption is
reasonable and has led to initial success, it is
linguistically unsound since many function
words and constructions can shift the
sentimental polarities of a text. For example, in
the sentenceThe chair is not comfortablethe
polarity of the word ¢comfortablé is positive
while the polarity of the whole sentence is
reversed because of the negation wonwdt.
Therefore, the overall sentiment of a document is
not necessarily the sum of the content parts
(Turney, 2002). This phenomenon is one main
reason why machine learning approaches fail
under some circumstances.

As a typical case of polarity shifting, negation
has been paid close attention and widely studied
in the literature (Na et al2004; Wilson et al.,
2009; Kennedy and Inkpen, 2006). Generally,
there are two steps to incorporate negation
information into a system:. negation detection
negation classification. For negation

classification whose objective is to classify &texyatection. some negation trigger words, such as

according to the sentimental
opinions it containg(Pang et al.,

favorable or unfavorable positive or negative
This task has received considerable interests 'ﬁ‘egation information is to directly reverse the

the computational linguistic community due to its

potential applications.
In the literature, machine learning approaches;a"considered (Kennedy and Inkpen, 2006). An

have dominated the
classification and achieved the state-of-the-ar,
performance (e.g., Kennedy and Inkpen, 2006;

research
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polarities of.

in sentime

no, ‘not, and ‘nevet, are usually applied to

2002), e.g, recognize negation phrases or sentences. As for

negation classification, one way to import
polarity of the words which contain negation

trigger words as far as term-counting approaches

Niternative way is to add some negation features

{e.g., negation bigrams or negation phrases) into
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machine learning approaches (Na et al., 2004%ection 5 draws the conclusion and outlines the
Such approaches have achieved certain succesfuture work.
There are, however, some shortcomings with

current approaches in incorporating negatio? Related Work

information. In terms of negation detection
firstly, the negation trigger word dictionary is
either manually constructed or relies on existin
resources. This leads to certain limitation
concerning the quality and coverage of th
dictionary. Secondly, it is difficult to adapt

'Generally, sentiment classification can be
erformed at four different levels: word level
Wiebe, 2000), phrase level (Wilson et al., 2009),

sentence level (Kim and Hovy, 2004; Liu et al.,

e2005), and document level (Turney, 2002; Pang

. . et al.,, 2002; Pang and Lee, 2004; Riloff et al.,
negation detection to other languages due to i .
. 2006). This paper focuses on document-level
language dependence nature of negation

constructions and words. Thirdly, apart fromsentlment classification.

. In the literature, there are mainly two kinds of
negation, many other phenomena, e.g., contragt :

o : . . approaches on document-level sentiment
transition with trigger words like but,

‘howevel and ‘nevertheless can shift the classification: term-counting approaches

. . lexicon-based) and machine learning
sentimental polarity of a phrase or sentence, .

S . . approaches (corpus-based). Term-counting

Therefore, considering negation alone is

inadequate to deal with the polarity shifting?nipafsol?rcehes uscl;?lclzlér;%olvetzhier;\élr;? ?,ijgté?egft
problem, especially for document-level . y I 9 o

: e negative and positive terms (Turney, 2002; Kim
sentiment classification.

In terms of negation classification, although itanOI Hovy, 2004; Kennedy and Inkpen, 2006).

is easy for term-counting approaches to integrat'(\e/lachme 'eam.”ﬁg . approaches recast _the
o . sentiment classification problem as a statistical
negation information, they rarely outperform a

: : . classification task (Pang and Lee, 2004).
machine learning basel_lne (Kenr_1edy and Inkperhompared to term-counting approaches
2006). Even for_ ma_chlne Ie_arnln_g approa.chesmachine learning approaches usually achieve
although negation information is sometimes

effective for local cases (e.qpt good, it fails much better performance (Pang et al., 2002,

on long-distance cases (e.g.don’t think it is Kennedy and Inkpen, 2006), and have been

009 adopted to more complicated scenarios, such as
9 . , domain adaptation (Blitzer et al.,, 2007),
In this paper, we first propose a feature

selection method to automatically generate 5nu|t|-doma|n learning (Li and Zong, 2008) and

large scale polarity shifting training data forseml-superwsed learning (Wan, 2009; Dasgupta

polarity shifting detection of sentences. Then, gnd Ng,. 2009)_f(_)r sentiment cIaSS|f|_cat|on. .
Polarity shifting plays a crucial role in

classifier combination method is presented for hrase-level sentence-level and document-level
incorporating polarity shifting information. phra ’ L ’
Compared with previous ones, our approacﬁent'mem classification. However, most of

o . . previous studies merely focus on negation
highlights the f_oIIowmg ad.v.antagesFlrst of all .. shifting (polarity shifting caused by the negation
we apply a binary classifier to detect polarity

= . ; structure). As one pioneer research on sentiment
shifting rather than merely relying on trigger o sqjfication, Pang et al. (2002) propose a
words or phrases. 1_’h|s enables our apprP?Ch achine learning approach to tackle negation
handle different kinds of polarity shifting

) shifting by adding the tag ‘not’ to every word

pheno_mena. Mor'e importantly, a fea_turebetween a negation trigger word/phrase (e,
selection method is presented to automatlce}llysn.t, didn't, etc.) and the first punctuation mark
- , ¥ollowing the negation trigger word/phrase. To
shifting detec_:tlon of sentences. . their disappointment, considering negation
The remal_nder .Of this paper is organized a hifting has a negligible effect and even slightly
follows. Section 2 introduces the related work ok ;. s” the overall performance. Kennedy and
sentiment classification. Section 3 presents OUfkpen (2006) explore negation shifting by
approach in details. Experimental results ar corporating negation bigrams as additional

presented and analyzed in Section 4. Finallye ot res into machine learning approaches. The
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experimental results show that consideringolarity classification methods can be adopted to
sentiment shifting greatly improves theincorporate sentiment shifting information. For
performance of term-counting approaches butlarification, the training data used for polarity
only slightly improves the performance of shifting detection and polarity classification are
machine learning approaches. Other studies suciferred to as the polarity shifting training data
as Na et al. (2004), Ding et al. (2008), and Wilsormnd the polarity classification training data,
et al. (2009) also explore negation shifting andespectively.

achieve some improvemehtslonetheless, as far

as machine learning approaches are c:oncerne%,1
the improvement is rather insignificant (normallyin this paper, polarity shifting means that the
less than 1%). More recently, Ikeda et al. (2008polarity of a sentence is different from the
first propose a machine learning approach tolarity expressed by the sum of the content
detect polarity shifting for sentence-levelwords in the sentence. For example, in the
sentiment  classification, based on  asentence I‘am not disappointég the negation
manually-constructed  dictionary  containingstructure makes the polarity of the word
thousands of positive and negative sentimentadlisappointed different from that of the whole
words, and then adopt a term-counting approackentence riegativevs. positiv. Apart from the

Polarity Shifting Detection

to incorporate polarity shifting information. negation structure, many other linguistic
_ o _ ) structures allow polarity shifting, such as
3 Sen“ment C|aSSIflca'[I0n W|th POIa.”ty contrast transition, moda|S, and
Shifting Detection pre-suppositional items (Polanyi and Zaenen,
2006). We refer these structures as polarity

Bﬂ- »  Polarity Shifting shifting structures.
Detector One of the great challenges in building a
polarity shifting detector lies on the lack of
v v relevant training data since manually creating a

Polarity-shifted Polarity-unshifted large scale corpus of polarity shifting sentences
Sentences Sentences is time-consuming and labor-intensive. lkeda et
al. (2008) propose an automatic way for
collecting the polarity shifting training data
based on a manually-constructed large-scale
Positive/Negative €—  Polarity Classifier dictionary. Instead, we adopt a feature selection
method to build a large scale training corpus of
polarity shifting sentences, given only the
Figure 1: General framework of our approach already available document-level polarity
classification training data. With the help of the
The motivation of our approach is to improve theeature selection method, the top-ranked word
performance of sentiment classification by robusfeatures  with strong sentimental  polarity
treatment of sentiment polarity shifting betweefbrientation, e.g..dreat, ‘love, ‘worst are first
sentences. With the help of a binary classifie, thchosen as the polarity trigger words. Then, those
sentences in a document are divided into tW@entences with the top-ranked polarity trigger
parts: sentences which contain polarity shiftingyords in both categories of positive and negative
structures and sentences without any polarityocuments are selected. Finally, those candidate
shifting structure. Figure 1 illustrates the geherasentences taking opposite-polarity compared to
framework of our approachNote that this the containing trigger word are deemed as
framework is a general one, that is, differenbolarity—shifted.
polarity shifting detection methods can be applied The basic idea of automatically generating the
to differentiate polarity-shifted sentences frompolarity shifting training data is based on the
those polarity-unshifted sentences and differergssumption that the real polarity of a word or
phrase is decided by the major polarity category

' Note that Ding et al. (2006) also consitiet-clause, another where the word or phrase appears more often. As
important structure for sentiment shifting. Wilsenal. (2009) use a result the sentences in the
conjunctive and dependency relations among polasityls. !
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frequently-occurring category would be seen agontaining t
polarity-unshifted while the sentences in th
infrequently-occurring category would be se
as polarity-shifted.

In the literature, various feature selectio

op-i Where N__ - denotes the

eupper-limit number of sentences in each
encategory of the polarity shifting training data and
#(x) denotes the total number of the elements in
. . Apart from that, the first word in the following
methods, such as Mutual Information (MI)’sentence is also included to capture a common

Information Gain (IG) and Bi-Normal Separation . : : i .
. ind of long-distance polarity shifting structure:
(BNS) (Yang and Pedersen, 1997; Forman 2003§bntrast transition. Thus, important trigger words

have been employed to cope with the problem ke ‘however and ‘but may be considered.

the hllg]_h—dlm(EnS|o?aI| fe-a]gur?_ space which 'Sf:inally, Step Eguarantees the balance between
normal in sentiment classification. . the two categories of the polarity shifting
In this paper, we employ the theoretlcal,[r‘,jlining data

fra:nzyvorl:, pbrop_osed by Li ?t fal. (2009), Given the polarity shifting training data, we
including Woa a:jsmt_measuremen s,vﬁquer}[ﬁy apply SVM classification algorithm to train a
measuremenandratio measuremenwnere e, q|arity-shifting  detector with word unigram
first measures, the document frequency of a te”?éatures
in one category, and the second measures, the ’
ratio between the document frequency in one
category and other categories. In particular, H‘p“$h larity classification training data: the
novel method called Weighed Frequency and ¢ Poanity classification training data: the riega
. . Sentimental document sdD, and the positive sentimental
Odds (WFO) is proposed to incorporate both “

basic measurements: document setD,, .

v P(t]G) yy-s Output:
WFO(t ¢)= Rt| ¢) {maX(O,IogF )3 The polarity shifting training data: the
(tle) polarity-unshifted sentence se§,, and the polarity-

where P(t|g) denptes the probablll.ty that a gified sentence Se§, .
document x contains the termt with the p ocequre
condition that x belongs to categoryc ; A. Segment documentd, and D, to single
P(t|G) denotes the probability that a document sentences S, and S, .
X contains the termd with the condition thak B.  Apply feature selection on the polarity classifioat
does not belong to category. The left part of training data and get the ranked features,

o . _ toots-tion oo Fio
the formula P(t|c) implies the first basic (S”’l_{}”*sﬁ ‘“f?{}
measurement  and  the  right  part_ "™ 7 T

N H H D For l.'lopfi n (tlopfl """ ttorri""ttoprN):
log(P(t|g)/P(t|¢)) implies the second one. _
. D1) if #(S,)> N, : break

The parameterd (0<A<1Jis thus to tune the

) . D2) Collect all sentencesS, ;. and S, _;
weight between the two basic measurements. ) Sor-i Son-ic

Especially, whenA equals 0, the WFO method which contain  t,,; from S, and S,

top—i

fades to the MI method which fully prefers the  respectively

second basic measurement. D3) 11 #(Sop-1, )7#( Sop-ic, ):
Figure 2 illustrates our algorithm for pUt  Sep-i, N0 Sy

automatically generating the polarity shifting PUt Sy MO Sy

training data wherec and c, denote the two else:

sentimental orientation categories, i.e. negative PUt Sepiq IO Sy

and positive.Step Asegments a document into put S, N0 Sgnin

sentences with punctuations. Besides, tW@. Randomly selectN,  sentences fromS, as the
special words, But and ‘and’, are used to output of S, .

further segment some contrast transition
structures and compound sentenc&ep B
employs the WFO method to rank all features Figure 2: The algorithm for automatically
including the words.Step D extracts those generating the polarity shifting training data
polarity-shifted and polarity-unshifted sentences
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3.2 Polarity Classfication with Classifier key idea behind meta-learning is to train a

Combination meta-classifier with input attributes that are the

After polarity shifting detection, each document?nu;{);'l[zam?; theuallbarfge dglzf)?nﬁéerdséve:;errf:ﬁt
in the polarity classification training data is g usually g P

data for generating the meta-training data. Let

divided into ~two parts, one containing ' denote a feature vector of a sample from the
polarity-shifted sentences and the othe P

containing polarity-unshifted sentences, whictf€velopment data. The output of theh base
are used to form the polarity-shifted training dat&'assifierf, on this sample is the probability
and the polarity-unshifted training data. In thisdistribution over the category s¢t, c} , i.e.
way, two different polarity classifiersf, and 5(X'.)=(p(q| X ), p(c| %))

f,, can be trained on the polarity-shiftedp meta-classifier can be trained using the
training data and the polarity-unshifted trainingdevelopment data with the meta-level feature
data respectively. Along with classifidy , vectorx™®?[ R?®

trained on all original polarity classification e = By ) B(K ) F
training data, we now have three base classifiers (P(X,), A% -2), R X))

in hand for possible classifier combination via awhSi(t:ﬁCkaltngleI:vs Osn%eg'lj'f (;T:et:-li?(gglsnsa:it:jl;i(;z
multiple classifier system.

The key issue in constructing a muI,[ipleprocedure on the training data is applied to

classifier system (MCS) is to find a suitable Wa)generate the meta-training data '”Ste?‘d of using
to combine the outputs of the base classifiers. IﬁXtra develop_ment_ data. In our experiments, we
MCS literature, various methods are availableperform stacking with .1Q'f0|d cross-validation to

for combining the outputs, such as fixed ruledenerate the meta-training data.

including the voting rule, the product rule and4
the sum rule (Kittler et al., 1998) and trained

rules including the weighted sum rule (Fumera4.1 Experimental Setting

and Roli, 2005) and the meta—learningTh periments ar mied out on oroduct
approaches (Vilalta and Drissi, 2002). In this ¢ expenments are car e. out on produc
eviews from four domains: books, DVDs,

study, we employ the product rule, a po ulaf . . . k
fixedy rule ang s%/ackingp (Dzeroski and F)ZeF:]ko electronics, and kitchen appliances (Blitzer et al.

2004), a well-known trained rule, to combine the2007). Each domain contains 1000 positive and
outputs 1000 negative reviews.

Formally, each base classifier provides some For sentiment classificationall classifiers
; pcluding the polarity shifting detector, three

kind of confidence measurements, e.g., posteri(i?ase classifiers and the meta-classifier  in
probabilities of the test sample belonging to eac tacking are trained bv SVM using  the
class. Formally, each base classifier> 9 y 9

" . SVM-light tool ®* with Logistic Regression
fi (1=1,2,3) assigns a test sample (denoted Ahethod for probability measuring (Platt, 1999).

X ) a posterior probability vectorl5()g) : In all the experiments, each dataset is
B(x) = , randomly and evenly split into two subsets: 50%

O=(Rel 0. el X) . documents as the training data and the remaining

where p(c | x) denotes the probability that the g5qo4 a5 the test data. The features include word

I-th base classifier considers the sampleinigrams and bigrams with Boolean weights.

belonging . 4.2 Experi a  Resul Polari
The product rule combines the base classifiers’ x_pgnment esults - on olarity
Shifting Data

by multiplying the posterior possibilities and
using the multiplied possibility for decision, i.e. To better understand the polarity shifting

_ _ 3 phenomena in document-level sentiment
assign y- ¢ When:fargimaﬂ Ccli X classification, we randomly investigate 200

Stacking belongs to well-known

. . . 2 This data set is collected by Blitzer et al. (2007
meta'leammg (V”alta and Drissi, 2002)' Thehttp://www.seas.upenn.edu/~mdredze/datasets/sentime

3 ltis available at: http://svmlight.joachims.org/

Experimentation
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polarity-shifted sentences, together with thei4.3
contexts (i.e. the sentences before and after it),

automatically generated by the WFOl £0)
feature selection method. We find that nearl

half of the automatically generated polarity
shifted sentences are actually polarity-unshifte
sentences or difficult to decide. That is to say,

the polarity shifting training data is noisy to
some extent. One main reason is that so

automatically selected trigger words do no

really contain sentiment information, e.dear,

‘informationi etc. Another reason is that some
reversed opinion is given in a review without
any explicit polarity shifting structures.
To gain more insights, we manually checke
sentences
polarity-shifted and can also be judged by
human according to their contexts. Table
presents some typical structures causing polar
shifting. It shows that the most common polarit
shifting type is Explicit Negation (37%), usually

100

which

are

explicitly

expressed by trigger words such ast’, ‘ ng, or
‘without, e.g., in the sentencé am not happy
with this flashcard at all Another common type
of polarity shifting is Contrast Transition (20%),
expressed by trigger words such aswevet,
e.g., in the sentencdt'is large and stylish,

however, | cannot recommend it because of th
lid’. Other less common yet productive polaritySim

shifting types include Exception and Until.

Exception structure is usually expressed by th

trigger phrasethe only to indicate the one and

Experimental Results on
Classification

Polarity

For comparison, several classifiers with different

YXlassification methods are developed.

) Baseline classifier, which applies SVM with
II unigrams and bigrams. Note that it also
erves as a base classifier in the following
combined classifiers.

Base classifier 1, a base classifier for the

tclassifier combination method. It works on the

polarity-unshifted data.
3) Base classifier 2, another base classifier for
the classifier combination method. It works on

Ol1he polarity-shifted data.

4) Negation classifier, which applies SVM with
all unigrams and bigrams plus negation bigrams.
It is a natural extension of the baseline classifie

.]With the consideration of negation bigrams. In
Mhis study, the negation bigrams are collected
yusing some negation trigger words, suchred *

and nevet. If a negation trigger word is found

in a sentence, each word in the sentence is
attached with the word hot to form a negation
bigram.

5) Product classifier, which combines the
baseline classifier, the base classifier 1 and the
base classifier 2 using the product rule.

8) Stacking classifier, a combined classifier
ilar to theProduct classifier. It uses the
stacking classifier combination method instead
Bt the product rule.

only advantage of the product, e.g., in theéPlease note that we do not compare our approach
sentence The only thing that | like about it is with the one as proposed in lkeda et al. (2008)
that bamboo is a renewable resourcentii due to the absence of a manually-collected
structure is often expressed by the trigger worgentiment dictionary. Besides, it is well known
‘until’ to show the reversed polarity, e.g. in thethat a combination strategy itself is capable of
sentenceThis unit was a great addition until the improving the classification performance. To

probe went bad after only a few months justify whether the improvement is due to the
combination strategy or our polarity shifting

Polarity Shifting Trigger Distribution | detection or both, we first randomly split the
Structures Words/Phrases (%) training data into two portions and train two base
Explicit Negation | not, no, without 37 classifiers on each portion, then apply the
Contrast Transition  but, however 20 stacking method to combine them along with the
- : unfortunately baseline classifier. The corresponding results are
Implicit Negation avoid, hardly, 7 . Lk .
False Impression look, seem 3 §hown as Ran_dom+Stack|ng in Table 2. Finally,
Likelihood probably, perhaps 5 in our experiments,t-test is performed to
Counter-factual should would 5 evaluate the significance of the performance
Exception the only 5 improvement between two systems employing
Until until 3 different methods (Yang and Liu, 1999).
Table 1: Statistics on various polarity shifting
structures
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Domain Baseline Base Base Negation Random | Shifting Shifting
Classifier | Classifier | Classifier + + +
1 2 Stacking | Product | Stacking
Book 0.755 0.756 0.670 0.759 0.764 0.772 0.785
DVD 0.750 0.743 0.667 0.748 0.759 0.768 0.770
Electronic 0.779 0.786 0.711 0.785 0.789 0.820 0.830
Kitchen 0.818 0.814 0.683 0.826 0.835 0.840 0.849

Table 2: Performance comparison of different cfassi with equally-splitting between training aret data

polarity of one top term should belong to the
polarity category where the term appears
frequently.

Table 2 shows the accuracy results of different
methods using 2000 polarity shifted sentences
and 2000 polarity-unshifted sentences to train the
polarity shifting detecto,,,=2000). Compared
to the baseline classifier, it shows that: 1) The
base classifier 1, which only uses the
polarity-unshifted sentences as the training data,
achieves similar performance. 2) The base
classifier 2 achieves much lower performance
due to much fewer sentences involved. 3)F_ _ .
Including negation bigrams usually allows igure 3: Perf_ormgnce of the stacking classifiéngis
L ) . WFO with different LambdaA ) values
insignificant improvementtvalue-0.1), which
is consistent with most of previous works (Pang Performance of the Stacking Classifier
et al., 2002; Kennedy and Inkpen, 2006). 4) Both .+
the product and stacking classifiers with polarity . o
shifting detection significantly improve the o
performance f-value<0.05). Compared to the 0.7
product rule, the stacking classifier is preferable g;‘; T Tttt
probably due to the performance unbalance 200 500 1000 1500 2000 3000
among the individual -classifiers, e.g., the
performance of the base classifier 2 is much
lower than the other two. Although stacking with
two randomly generated base classifiers, i.e.
“‘Random + Stacking”, also consistently
outperforms the baseline classifier, the
improvements are much lower than what ha&ffect of a classifier over different sizes of the
been achieved by our approach. This suggesp®larity shifting training data
that both the classifier combination strategy and
polarity shifting detection contribute to the
overall performance improvement.

Effect of WFO featur e selection method

Performance different

classifiers

comparison  of

Performance of the Stacking Classifier
0. 86

0.84
0.82

Accuracy

Lambda=0 0.25 0.5 0.75 1

|+Book —8—DVD ——TFlectronic —X¥—Kitchen

Accuracy

4000 6000 8000

—&—Book —l—DVD —é—-FElectronic —¥—Kitchen

Figure 4: Performance of the stacking classifiero
different sizes of the polarity shifting trainingtd
(with N, sentences in each category)

Another factor which might influence the

overall performance is the size of the polarity
shifting training data. Figure 4 presents the
overall performance on different numbers of the
olarity shifting sentences when using the
tacking classifier. It shows that 1000 to 4000
(A) values in the WFO feature selecftion metho i'rﬁgigcgfnsen?ﬁVhirr]]Otl;]gehnufr?]rbeihii topoe:;?ggéyhcee
It ?hOWS that those fe_ature sglectlon methOdﬁoisy training data may harm polarity shifting

which prefer freq‘ﬂency mformanon, e.g., Ml anddetection. When the number is too small, it is not
BNS, are better in automatically generating theenough for the automatically generated polarity

p_olarity _shifting training data. Thi_s is r-easonableshiﬂing training data to capture various polarity
since high frequency terms, e.gs', ‘it’, ‘&, hifting structures
etc., tend to obey our assumption that the re§1 '

Figure 3 presents the accuracy curve of th
stacking classifier when using different Lambd
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Domain: Book Domain: DVD
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Figure 5: Performance of different classifiers odiferent sizes of the polarity classificationitiag data

training data is automatically generated through
a feature selection method. As shown in our
experimental results, our approach is able to

Figure 5 shows the classification results ofconsistently improve the overall performance
different classifiers with varying sizes of theacross different domains and training data sizes,
polarity classification training data. It showsttha although the automatically generated polarity
our approach is able to improve the overalkhifting training data is prone to noise.
performance robustly. We also notice the bigrurthermore, we conclude that those feature
difference between the performance of theselection methods, which prefer frequency
baseline classifier and that of the base classifignformation, e.g., Ml and BNS, are good choices
1 when using 30% training data in Book domairfor generating the polarity shifting training data.
and 90% training data in DVD domain. Detailed In our future work, we will explore better
exploration of the polarity shifting sentences inways in generating less-noisy polarity shifting
the training data shows that this difference israining data. In addition, since our approach is
mainly attributed to the poor performance of thdanguage-independent, it is readily applicable to
polarity shifting detector. Even so, the stackingsentiment classification tasks in other languages.
classifier guarantees no worse performance than For availability of the automatically generated
the baseline classifier. polarity shifting training data, please contact the
first author (for research purpose only).

Effect of different classifiers over different
sizes of the polarity classification training data

5 Conclusion and Future Work
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